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What Can PowerVC do for you? 
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“A simple tool to quickly roll out LPARs/Virtual Machines on Power Systems” 

▪ Easily clone, copy and relocate Power Systems virtual machines – Improve virtual machine 

consistency through replication – Policy-based placement of new and relocated virtual machines –

Complete virtual machine management: Storage, Compute, Network 

▪ Quick and easy installation to get you up and running quickly – One button verification of stack 

integration and operational environment – Simplify operations by not having to logon to HMC, VIOS, or 

storage to provision virtual machines

▪ Build a Private Cloud with PowerVC + Upward integration to cloud managers for private cloud 

management – Build on OpenStack APIs for automation and extensibility



Demo:  Oracle DBaaS deployment steps
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Steps to create reusable and deployable images with PowerVC

• Install AIX in new LPAR

• Apply latest AIX patches

• Install cloud-init package

• Tune AIX for Oracle database

• Add Oracle users

• Create Oracle directory structure

• Add Oracle binaries (12c & Grid)

• Preconfigure listener

• Add OEM agent cloning SW

• Add post-deploy script to adjust listener and 

OEM agent

• Configure Oracle Standalone and ASM

• Add post-deploy steps to:

o Change hostname to DNS-registered

o Reconfigure Oracle HAS

o Register and start ASM

o Update listener

o Create Oracle database

o Clone OEM Agent 

o Upate environment files
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Lab Environment Overview
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LPAR configuration after deployment
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What happens under the covers – Infrastructure

• Selection of IP address from pool in PowerVC

• LPAR creation via HMC

• SAN zoning

• LUN allocation

• LUN mapping to new LPAR

• Start of Flashcopy clone of deployment image to new LUNs

o Operating System

o Oracle binaries

o ASM (Data & Recovery)

• Start of LPAR via HMC (data copy continues in background)

• Configure hostname and network settings



What happens under the covers – Oracle environment

Our self-developed scripts are triggered via an entry in “inittab” after the cloud-init
completes

• Obtain the database name provided during the ‘Deploy’ process 
(db_name=<dbname>)

• Determine / set “real” hostname based on IP address and DNS

• Update the Oracle listener file (hostname / IP address)

• Re-configure Oracle Standalone Server 

• ASM configuration based on best practice on AIX

• Create database instance

• Deploy the Oracle management agent to configure the new settings

• Remove post-deploy script entry from “inittab” if no errors occurred



Time Warp

Cloud admin “approve” to “open for user login” ~ 8-10 minutes

Configure Oracle Restart (HAS), start ASM up, OEM Agent, create 

datbase, listener reconfiguration, DB rename ~ 8-10 minutes

Overall time from creating request to being able to 

use the prepared Oracle Database is 

approximately 15 - 20 minutes !



DBaaS Deployment Demonstration
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