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Cloud has reset IT expectations r
HYBRID

Self-service user experience, from anywhere Jf€ 4
o PRIVATE & PUBLIC

Pay as you go for what you use

Rapid access to resources — compute, have embraced a multicloud

storage, GPUs, network bandwidth strategy and are using multiple
public, private and hybrid clouds

Deploy and scale apps rapidly — on demand

Simplified management and operations

. . already use services from three or
Continuous software, infrastructure more clouds in enterprise

innovation solutions

Cioud as a capability and not a place


https://www.rightscale.com/blog/cloud-industry-insights/cloud-computing-trends-2018-state-cloud-survey
https://www.rightscale.com/blog/cloud-industry-insights/cloud-computing-trends-2018-state-cloud-survey

IBM Power Systems Virtual Server on IBM Cloud
Offering Highlights

Offering Summary:
» AIX and IBM i Virtual Servers available on-demand, priced monthly
* Flexible sizing with sliding scale configuration for number of cores, type of
cores (dedicated / shared), memory, storage, etc.

* Purchase through the IBM Marketplace, API enabled for programmatic
fulfillment of established contracts

» Systems exist in IBM Cloud colocation site; DirectLink services available for Business Logic/Tech = @

N oracie B o o

Developer Services

. . . (]
integration with on-prem and other IBM cloud resources ER oS
>
Best fit for: E Managed Service Managed servitzfoffl\gigabggiiness Partners
» Clients looking for hybrid cloud flexibility for Power hardware & _
. . . L. i Business Partner IP
» Clients looking to lower costs and continue to leverage existing skills Value services offered by Business Partner
+ Clients wanting to off-load some OS and infrastructure management @ Power laaS
. . . 2 Other IBM Cloud
+ VARs, ISVs and MSPs looking to resell, hosting or managed services AN Operating System I er (BM Clou
= AR | AR | AR
Typical Use Cases: = x86 Compute
. Server/Virtualization VMware
» Dev/Test environment Cloud Storage

* Temporary compute for cyclical spikes in demand
* Move business critical apps to the cloud for hybrid cloud flexibility
* HA/DRon cloud as alternative to second datacenter H
» Backup to the cloud for archive of less frequently accessed data

e Host AIXand IBMi apps as a Service (ISVS, VARs, MSPS) Multi-tenant, self managed, Power compute as-a-service
in IBM Cloud with consumption-based OPEX pricing

IBM Storwize




Introducing IBM Power Systems for Google Cloud (Cloud Next '19)

a\’

pe.com/watch?v=_0ml4AwewXo

HYB221: Introducing
IBM Power Systems for
Google Cloud

Carl Burnett, Distinguished Engineer SR s
Andy Waddell, Technical Program M '
Kyle Johnson, Senior Engineer, IB

Google Cloud

) 0:07/3531 Scroll for details
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Welcome to the Waitless World

“CLOUD-LIKE” CONSUMPTION
MODELS

r
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IT teams worldwide are exploring where their Power /;)
solutions fit in today’s Multicloud world
N
@ PUBLIC
- 7
=
& PRIVATE RSl

...IBM provides flexible ready-for-the-enterprise
cloud solutions to realize your organization’s goals



Industry leaders trust
Power Systems
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POWERO9 starts with technology,

lithography

Transistor Count (in billions)

POWER4
POWERS
POWERG
POWERY

180nm 130nm 65nm 45nm
2001 2004 2007 2010

IBM Power Systems POWER9 Enterprise Deep Dive

22nm
2014

7\

POWER9

=/

POWER9

14nm
2017

© IBM Corporation, 2018



ii:di
&

Fuel your business with POWER9 technology

Business is faster, with more data to manage, more complexity, instant delivery,
improved availability

IT transformation and new solutions require a proven and innovative infrastructure

POWER9 is not only a processor

POWER Systems family is a built-in and innovative new server design, continuously
Improving to meet your business challenges

A~ <>

Industry-leading value and No. 1 in reliability by ITIC Enterprise cloud-ready
performance Power Systems deliver the most easily integrate into private or
reliable infrastructure to meet hybrid cloud strategy to handle

gain up to 2x better price-
performance than x86 options customer demands flexible consumption models
and changing customer needs.



Power Opens to all Ecosystems for Innovation

il

ﬂUREX

i-flex solutions AIX | IBM i Linux R WAL
ISVs and Middleware ISVs and Middleware PR
ORACLE Google
Onace @TEMENOS g power Systems Industry 9
A o
) » NVIDIA.
OpenPOWER
_ | Power " NUTANLS
: ndustry
Routes S stems Ecosystem Linux on Routes FProsigesal
to Innovation POWER9 to
Market . Market . mongo
ORACLE Processor -/
IBM Cloud . Licensjng and ~\FJV PowerAl Enterprise
Power VC * el chip Sales PowerAlI Vision
Manager

Mission critical needs Open Source Agility for new work

and additional solutions

POWER9 Processor with < a P |c"

loads



IBM Systems

IBM Power8/9 Systems Family

PowerVM PowerVC PowerVP
PowerHA PowerSC

-~ Power
POWER9

\ Power Power Power
S924 HO24 E870/C
Power it
Power Power Power Power E/E
S914 S922 H922 Power sS824 iEL P
_ T . S514 —
Power Power - -
S812 S822
pre— b
i
T wmmsme ) OpenPOWER
Power 1922 —— Power AC922
WY

Power S821LC Power S822LC Power S822LC Power S822L  Power S824L

for Big Data for HPC
11
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POWER9 Systems Portfolio N\

POWER9

\-—~/

POWER9 solutions are built to crush today’s most advanced data applications — from
mission critical applications to the next generation of AI workloads.

Mission Critical Workloads Big Data Workloads Enterprise AI Workloads

Power Enterprise Systems

S$922/5914/5924 Power E950 Power E980 LC921/LC922 AC922
H922/H924/1L922 MID RANGE ENTERPRISE LINUX HPC & Al
SCALE OUT OPTIMIZED

Core Infrastructure Next Gen AI Workloads




Power Systems Software Highlights

Power

Every POWER9 based server workload

is virtualized, mobile and fully cloud-
enabled with PowerVM

Live migration from POWER?7,
POWERS8 to POWER9 based systems
with Live Partition Mobility

Mobile workloads are compressed
and encrypted for improved security
and acceleration

Power

Export / Import capability to share
images across data centers /clouds
Integration with Spectrum Scale to
support SAN-less Clouds
OpenPower Support: Seamlessly
manage AIX, IBMiand cloud native
appl. with a single pane of glass

Support for IBM Cloud Private

Power

Simplify Management of Security &
Compliance across AIX and LoP

Improved real-time Malware detection

Enhanced compliance automation
with support for GDPR

Scalability enhancements incl. REST APIs

Improved Audit support (end-to-end)
incl. a new interactive time-line

Power MFA

Enhanced support covering AIX,
Linux on Power, and the HMC

Additional factors in addition to RSA
SecurID and certificate based smart
cards were added - such as TOTP on
your phone, Yubikey, Radius
protocol, and more

Power @

New Back-up to the Cloud Option

New Metrics that allow to track failover
times and calculate recovery time

Automated offline backup (SVC only)

Policy-based incremental and full
backups

Support for one-site and multisite
deployments

VMR / VMR

VMR provides a simplified VM replication
and restart solution

Server, VM, and workload-level HA
OS agnostic

Co-location and anti-colo policy support
Non-disruptive DR rehearsal

Application monitoring agents for DB2,
Oracle, and SAP HANA

13



POWER9: A Cloud-Everywhere Solution

PowerVM: Industrial-strength virtualization N/

Accelerated secure LPM (unique on E950/E980) .
POWER9 Cloud Benefits
» Exploits on-chip NX encryption/compression
. . . « Faster mobility allows for seamless cloud
* Protects VM image data in motion provisioning and workload optimization

_ * Mobile workloads encrypted for improved
PowerVM enables sharing of: cloud security and compliance

POWER processors (Micro-Partitioning™)

POWER memory (Active Memory Sharing™)
POWER I/O (Virtual I/O Sharing)
Aix partition 50Gb of memory, no workload running (idle partition)
AdeSt resources by 1/100th of a core Dual VIOS with 4 dedicated processor, 8Gb memory, and 1Gb network

Allocate up to 192 cores to a VM (E980)

Existing support 3:48 5 seconds 51 GB

Powe r ‘_ Existing with IPSEC 5:59 8 seconds 51 GB

Compress/Encrypt 15 seconds 0.6 seconds 1GB



AIX 7.2 Live Update — Overview

Power Server Frame (CEC)

Original VM Surrogate VM

Running Running
Workload Workload

Original Kernel Updated Kernel

VSCSI/NPIV VSCSI/NPIV

Original New rootvg Original Nevy rootvg
rootvg (Alt-disk-install) rootvg mirror (Alt-disk-install)

15 © Copyright IBM Corporation 2019



POWERO Servers: A Cloud-Everywhere Solution

Optimized for private, public, hybrid and multi-clouds

Built-in PowerVM, so every (E950/E980) workload is

virtualized with accelerated secure mobility Addltlonal POWER9 Cloud benefits

Simplified transfer of VMs between private
and public clouds enables hybrid use cases
Cloud-ready Power software images
facilitate rapid workload provisioning
Broader availability of term licenses and
Cloud Management Console (CMC) entitlement for SaaS pricing for Power software and tools

consolidated monitoring over multiple locations

Cloud PowerVC Manager included in orders, for
resource optimization and private cloud portal

Consistent enterprise-wide multi-cloud management Power\/MV
with VMware vRealize Suite integration o

Create new Power cloud-native solutions with IBM
Cloud Private suite of DevOps tools and app store

Dynamic resource management across multiple
Power cloud servers with Enterprise Pools



IBM Power Systems Flexible Consumption Offerings

Capacity on Demand offerings are now simpler and easier to use, purchase, provision and enable in minutes
via IBM Entitled Systems Support (ESS)*

Capacity Upgrade
on Demand

Permanently activate
inactive processor cores

and memory units by

purchasing an activation
feature and entering the

provided activation code.

You can do this without
restarting your server or
interrupting business.

Trial Capacity
on Demand

Evaluate the use of
inactive processor cores,
memory or both at no
charge using Trial CoD.
After you enroll, the trial
period is available for 30
power-on days.

* ESS not available in all countries/regions

Elastic Capacity
on Demand

Activate processor cores

or memory units daily for
as long as need by using
your HMC to enable the
resources temporarily. *

Utility Capacity
on Demand

Utility CoD is used when
you have unpredictable,
short workload spikes.
Automatically provide
additional processor
capacity on a temporary
basis within the shared
processor pool. Use is
measured in processor
minute increments and is
reported at the Utility
CoD website.

Power
Enterprise Pool

A Power Enterprise Pool
is a group of Power
Enterprise Systems that
can share Mobile CoD
processor resources and
memory resources.




Power Enterprise Pools 2.0

Shared Utility Capacity across a pool of Power E980 systems

Purchase one or more systems with Base Capacity

Variable demand addressed by purchasing Capacity Credits for
Metered Capacity

Cloud Management Console with HMC automatically tracks Utility Capacity consists of Base & Metered Capacity
resource consumption within a pool and debits any charges for -  Processor activations
Metered Capacity use against Capacity Credits + Memory activations
+ AlX and IBMilicenses
Pool #1 ] ) )
. Usage of each resource is tracked by the minute via
All processor & memory resources are fully activated Cloud Management Console (CMC)
Metered
System B ................................
/\W Announced : April 23
System A System C Initial GA : May 17t
T B Initial availability : NA, EMEA, AP
s 7N\
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Total Cost of Ownership (TCO) is much
more than Total Cost of Acquisition (TCA)!

Envlifonments .
Components Time
Prod @ Dev §! Test

Hardware $ Planning

Software Upgrades

TCO

Network Growth

$

People $ Migration
$
$

Storage Parallel Costs

Facilities & $ $ Net Present Value

QoS — Availability, Reliability, Security and Scalability

TCO study by: CTO Systems DACH & SOLAR Team & IBM Eagle Tearm Sk . NN

eagletco@us.ibm.com




We can help estimate the cost savings

Compute Performance Metrics (CPM) from Precision IT determines the
optimal infrastructure solution for your applications
* Actionable TCO in Minutes!
Evaluate Application Licensing implications
« Across any on-premise, hybrid, or cloud environments
* Reduces software TCO by 70%
Analyze Infrastructure Cost Effectiveness
» Provides relative performance values for every x86, IA-64 and
RISC processor
Minimally Invasive
* Does not require collectors or agents to analyze existing
infrastructure environment.
« Comprehensive Compute Relative Performance Metrics
*  For every compute processor and/or server model enabling you to

Executive Summary

This TCO analysis was perf by g Sampie C s gic Suite - HPE x86 - HOD
Storage infrastructure outlined below.

Existing Infrastructure vs Target Infrastructure(s

(31) Weblogic Sulte - HPE x86 - HDD vs (5) Hyperconverged Servers
Storage Servers (31) AWS VMs
(31) Azure VMs

It is projected that Sample Customer can reduce its Existing 3-year Weblogic Sulte - HPE x86 - HDD Storage|
TCO up to $3,409,580 and reduce its Existing 3-year average operating expense up 10 49% by migrating to
a(n) Hyperconverged solution.

Total Savings

3-year TCO Details

perform automated consolidation, technology refresh, and capacity

planning analytics. St 1% - - o —
@ PRECISIONIT Environment
Servers/Nodes/Instances n 5 n n
= .
Processors 62 10 MNIA MNIA
No Charge for IBM sellers. BPs- reach out to your Distributor or SPR. emsgem.@smor | e "’“ “
Contact for analysis: Info@Precision|T.com —
. . L Memory (GB) 1,984 5120 1,891 1,984
Learn more: https://ibm.box.com/s/5guser2pdl1rwypOkblmj2q9ehb5ifli CPU Avchasciure ek | e G000 [ S5 S0 e mansesd



mailto:Info@PrecisionIT.com
https://ibm.box.com/s/5guser2pdl1rwyp0kblmj2q9ehb5ifli

Power Everywhere
Cloud Anywhere

Transform IT Infrastructure to
an on premises private cloud

Extreme simplicity with
IBM / Nutanix HCI

Heterogeneous cloud
management

IBM Cloud Private
Off-prem cloud options
Enabled for Multi-cloud

Off-prem
Cloud

ATXHBM i in
> the IBM
Clgud

On Premises, Hybrid or Multi-Cloud

IBM
vRealize Cloud
; PENSHIFT ou

*vmware Operations 0”0“‘ > Private |\ & ©
Gower%fzf‘“‘ —— \ ’
s vmware o MOERIO ] NUTANI .
Cloud Manager =) © openstack | Your Enterprise Cloud Platform
86 Cloud-Ready Linux Hyperconverged

X Enterprise & Scale-Out  Clusters by Nutanix

PowerVM ~KVM ~KVM

a5 \ @ @ )
Secure, Accelerated

* Live Mobility
* Enterprise Cloud Edition

e

21
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Cloud on Power: Modernization Journey, Open and Optimized

L 0 \

Seamless management of your \__/  oeensiis \m g
infrastructure and applications Create and é‘tt' ¥ ,
rategy .
Manage Cloud © POWERD
Elastic Marketplace CoD + Applications POWERS N

Manage Cloud

Infrastructure Interoperability with other Cloud

POWER in Public Clouds Orchestrators

a

e O Bl Google Cloud (@) vim e
Systems Oog e ou b Wa l’
Shared Processor Pools, Skytap vRealize
Enterprise Pools (2.0)
Tl’aditional IT v Secure your data
Infrastructure v’ Keep Control and Optimize Costs

v’ Drive Traditional & new applications on the private Cloud journey
v Avoid lock-in, Cloud is just someone else’s computer

© Copyright IBM Corporation 2019 22



SSkytap
Introducing AIX Cloud Instances

* Migrate Unchanged

* Migrate AIX and AIX-dependent workloads
into the cloud without refactoring

» Accelerate Application Delivery
* Reduce development and test times &
eliminate environment contention by providing
immediate, self-service access to cloneable,
cloud env.

« Modernize Architecture and Process

* Incorporate cloud-native capabilities and
implement modern practices like DevOps and
agile development

23

< Skytap Dashboard ( Envionments ) Assets Projects  Schedules Admin  Help 2 v
< Al Environmen its Copy Add to project(s) Save as template Emall details Delete Provide feedback Tour

@ Storefront v2.0.2 » > el

unning: a minute (created: 23 days ago)
Plants By WebSphere ECommerce application running Oracle RAC DB. VM Sequencing, VPN, and Auto-Suspend has been configured

Settings: 0 Tags: #

& Region/Owner / L VMs (9): Settings ¥ Networking: Settings & Automation A Collaboration
Networks: 6 ~ VPNs: 1~ VM sequencing: On  Schedules: 0 Projects: 1 + Notes: 0
Roderick Sauskojus SVMs: 16 v Pub. services: 5~  Public IPs: 0 ~ Auto suspend: Off v Metadata

VMs (@) Containers(0)  Sharing Portals ~ Network Topology ~ Labels (0)

.Rum'\g compute Running I m O ror Imwm; compute Running "Hu® Rnf

Domaj F5BIG-IP LTM 11.4 Virtual ~ * Oracle|
% | Edition den

*AIX running on Power Systems and Linux/Solaris/Windows running on x86 architecture
https:/lwww.youtube.com/watch?v=c6_tDsyu_ 10

© Copyright IBM Corporation 2019



https://www.youtube.com/watch?v=c6_tDsyu_10




25
The future is now facial recognition
unlocks your phone

fraud detection

speech recognition protects your credit

lets you go hands-free

Machine/Deep Learning
and Al
are everywhere

recommendations
help you shop faster

autonomous vehicles
detect pedestrians

chat bots
route calls quicker

machine vision
detects cancer early

spam detection
unclogs your Inbox

25



Smarter & Safer Cities

Near miss at intersections Monitor and Impose regulations

Travel Info
Video courtesy of GDOT

NS

-

SHORT_NearMiss_Eve’r\nx.avi




Visual Inspection for Quality

QA for photo resistive wafers Survey Solar panels for defects

SCRATCH DARK SPOTS

BRIGHT SPOTS




e’ 1IBM PowerAI Vision

=’ IBM PowerAl Vision



Pain Points — Deep Learning Pipeline

DATA
PREPARATION DEPLOY & INFER

Hyper-parameter
Complexity,
Compute Intensive : Data Changes,
Iterations, Mogel T.umng/ Constant
Long Training Times, runing, iteration
Scale & :
Required

Complexity /
Technology
Rapidly
Changing

Volume,
Multi-source

: Limited Resources
Labeling & Performance,

Tagging, Resiliency,
Ingestion Application
Access

UP & RUNNING BUILD, TRAIN, MAINTAIN

‘ OPTIMIZE ACCURACY '

Sharing Valuable Resources Across Multiple Users, Multiple Lines of Business, Multiple Applications
With Security, Resiliency, and at Scale



PowerAl: Enterprise Al Platform

Simplicity: Integrated

Platform that Just Works

¥ Tensor

Q redhat

Curate, Test, and
Support Fast Moving
Open Source

Provide Enterprise
Distribution on RedHat

Easy to deploy
Enterprise Al Platform

Ease of Use, Unique
Capabilities

Power9
CPU

GPU

Large data & model
support due to NVLink

Acceleration of
Analytics & ML

AutoML: PowerAlI Vision

Elastic Training: Scale
GPUs as Required

Faster Model
Training Time

Faster Training Times
in Single Server

Scalability to 100s of
Servers (Cluster level
Integration)

Leads to Faster
Insights and Better
Economics

Open AI Platform w/
Ecosystem Partners

Solution
Sls

PowerAl

Platform that Partners
can build on

Software Partners:
H20, IBM, Anaconda

SIs, Solution Vendors
& Accelerator Partners



IBM PowerAlL
Enterprise

©

Faster Time Simplified Enterprise
Resource :

to Results L Management Solution
Utilization




summit

Scale new heights. Discover new solutions.

""'Summit, like Titan, will open a door to new ways to simulate and explore complex systems in the natural
world. Our scientific community will see decreased time to solution, along with the ability to increase the
complexity of their computational models, improving the simulation fidelity of a wide variety of
important phenomena that are beyond the range of conventional experimental investigations."



- /\A‘\
’ X O RDoE [ POWER9 fuels most Powerful & Smartest Supercomputers

System Performance Each node has The system includes

+ Peak performance of 200 + 2 IBM POWERS9 processors « 4608 nodes
petaflops for modeling & - 6 NVIDIA Tesla V100 GPUs « Dual-rail Mellanox EDR
simulation - 608 GB of fast memory InfiniBand network

+ Peak of 3.3 ExaOps for data + 1.6 TB of NVMe memory « 250 PB IBM Spectrum Scale
analytics and artificial file system transferring data
intelligence at 2.5 TB/s

IBM Power Systems AC922

L Lév{rrence Livermore
National Laboratory




IBM Power AI Systems Performance IBM PowerAl

Faster training times than x86?* Enterprise
« 3.7x faster running Chainer?

« 3.8x faster running Caffe3

« 2.3x faster running TensorFlow* and 35% more images per second?®

« Four (4) GPUs on Power is faster than eight (8) GPUs on Intel®

» Large Al Models Train ~4x faster then x86 equivalent solution

Caffe [ VGGNet
Chainer Caffe with LMS TensorFlow 1.4.0 - Single Node " {Time to Top-1 §0% zccuracy: Lover is better)
Runtime of 1000 Iterations Runtime of 1000 erations ResNet50 + Imagenet2012 8
0o oo s 21400 w1 -
o] e g i 05 535
o = 10000 0 31200 :
0 a ] 560
4 21000 u
E 8000 " -jj 2000 0 a
El = ] . E 800 015
Pl 5 5 6o ¢ _ _
E 2 £ g 800 2 uo 8
Foan B L | - 3 2
) B i 400 E 005 ‘f
Q 9
2000 2000 00 H
j_: 0 'y
0 0 0 POWERS wih four PIODGPUs ~ Xeon E5-2640 v4 wilh eight W40 GPUs
Power ACS22 w/ 45 Teda V100 Yeon E5-2640 v v/ 4x Tesh V100 Pawer ACS27 wf 44 Tewla V10D Yeion E5- 26400 wf 44 Tesla V100 Power AC22w/ dxTesla V100 Xeon E5-2640v4 w/4x Tesla V100 # Training time (hours minutes)
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Extended references in notes section [1] https://developer.ibm.com/linuxonpower/perfcol/perfcol-mldl,



https://developer.ibm.com/linuxonpower/perfcol/perfcol-mldl/

Driverless Al Delivers g3 EgdEIE R ALER )¢

* Created and supported by world
renowned Al experts

* Empowers companies to accomplish
Al and ML with a single platform

* Performs the function of an expert
data scientist and adds more power
to both novice and expert teams

-

[nfoWorld
2018 AWARDS

* Details and highlights insights and ‘IEHNova
interpretability with easy to e
understand results and visualizations

21 day free trial for Driverless Al _
H,0.al



The Driverless Al Experience Start Experiment

( HZD []| E)(Deriment dQSUSUD@ DATASETS EXPERIMENTS MLI HELP PY_CLIENT MOJO2-RUNTIME MESSAGES[O] LOGOUT KSCHLAMB

RLESE Al 1.3.0 — Al TO 0D Al
II:EI'IaEd to IBM [SN28193 — For evoluotion only, not for production use)

TRAINING DATA ASSISTANT  TRAINED 4/4 ENSEMBLE BASE LEARNERS EXPERIMENT SETTINGS EXPERT SETTINGS SCORER
[XGB DE.JT] BINI
MCC
FO5
VELIDATION DATASET TEST DATASET \\&\\R“””;fff;‘?/ MM (5 K 3 (5 F1
— = ACCURACY TIME TERPRETABILIT AECURAEY
Getault payment et = =

—
—
=
=

o
. =
—
S
- LUEE ] ELAPSED L ., ITERATION

VHEIERT COLUMH TIME COLLMN Z chkly Start Experlment stiors  Log Trace
e oun I [ N |..|.u e I T
bool 23999
ITERATION DATA - VALIDATION VARIABLE IMPORTANCE ROC PREC-RECALL  LIFT GAINS  GPU USAGE
4l 1.0
07808 -
Model Tuning
=R ...--—-—-—-—-—-—'l o
| ]
HTHH .
| ]! .
m 1 | 1
Model Selection .
. AMTZEAY DPAY ZP8Y TPAY S
Click ond drog to zoom ITERATIOING I Z6_NumToCotWoELIMIT_BAL:PAY_4.0 = | |




riverless Al Complements IBM PowerAl Vision

————— IBM PowerAl delivers 420 Driverl Al
====%=. Deep Learning for Images DRIVERLESSAI DIIVEriess Al1S
Automatic Machine Learning

Facial Insights .
= Transactional Data: Store Level

Press "Take Photo" to select a photo:

Transaction 10 [oate [Time AMOUNT,
Transactional retootom | 157 ot 10s0ap AM| Iasess

19178278202 | 11/2/2010] 1:23:21 AM;

amos2178 | 10/a/2010)
ioveaoioss | 10/17/2010
Person LB337II54 | 12/5/2010

Vizeosaasto | i0/57/2010)
weioirs61s | 13/26/010) 200
emei1az1e | 1asz0t0]
3665080890 | 10/5,2010] T1:09-58 AM| 2153351
pevaazsesss | 11/23/2010] 10.14:36 AM] 21.7196]
Savsazuess [1i/4/2010] 3:10:24 am] 3546781

| 49 64481

or2044206 | 11/23/2010] 2:02:15 o0a] 3114201
211630133 | 11/23/2010] 71513 pne] a3 16047
Crerwraszes | 13/3/3010] 13.08-06 oha] a0 14018
omsasony :
Vo smnrond

Example: Flat File W5672364

g ol

Sensors

@ localhost:

229.134.169.96 - - [16/Sep/2017:09:54:03 +0200] "GET /explore NTTP/1.0" 200 4§
sp" Mozi11a/5.0 (Windows 98; $1-SI; rvil.9.1.20) Gecko/2014-8
113.130.62.126 - - [

/5.0 (X11; Lisux x86_64
170.32.25.164 - - (16/56/2017:09:57:15 +0200)
/5.0 (Windows CE) ApplewebKit/$332 (KNTML, Like Gecko) Chrose

142.221.145.208 - - (16/5ep/2017:10:01:23 +0200] “GET /Uist WTTP/1.0" 200 4981
/5.0 (Windows NT 5.1) ApplewebKit/S322 (KHTHL, \ike Gecks) O
201.58.30 - / 06:23 +0200) "DELETE /wp-content NTTP/1.8" 4
PC Mac 05 X 1
235.99.209.148 - - [16/Sep/2017:10:09:11 40200

a/5.0 (Nacintosh; U; PPC Mac 05 X 1057 rvi2.0; it-IT TRRTHC,VIVE Geeka) VersTan/s 1 Sy
1ar1/531.9.6"

231,252.210.231 - - [16/5¢p/2017:10:12:24 +0200] “PUT /app/main/posts NTTP/1,0% 200 S032 "http://wew. cisneros.biz/* “Morilla/
5.0 (Windows NT 5.2) AopleWebKit/5342 (KNTML, Like Gecko) Chrome/1.0.826.0 Safari/S1a2

134.55.85.239 - - (16/5ep/2017:10:15:50 +0200) “GET /app/main/posts WITP/1.9" 200 4345 “http://elliott. con/fag/" "Mezi\la/5.0
( 0) Gecko/2011-12-18 15:51:32 Firefox/6.

38.226.20.255 - - (16/5€9/2017:10:19:53 +0200) "DELETE /apps/cart. |sp7appID=1434 HTTP/1.0" 381 5858 “htp: //waaw, perkins-sendo

23.0r9/categories/explore/ index,htal" ~Opera/B.27, (Windows NT 6.0; it-IT) Presto/2.9,171 Version/12.00"

4.169.212.86 - ~ [16/5ep/2017:10:21:06 +0200] “GET /vp-admin NTTP/1.0" 200 4969 "Nttp://wac.graham.org/faa/" Mozilla/s.0 (Ms
_7; rvi1.9.5.20) Gecko/2011-06-83 22:09:50 Firefox/3.

128.242.65.27 : /wp-content WTTP/1.8" 200 5038 "hitp://wwn.burgess. con/explore/explore/ex

(Macintosh; U; Intel Moc 05 X 10_6.8) ApplewebKit/S31 (KNTML, Like Gecko) C
168,203,133, GET /apps/cart. §sprappl0=1968 NTTP/1.0° 200 4972 "http://wew. terry.org/" "Mo
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Is proven reliable

IBM Power Systems
ranked the most
reliable for 10th
straight year delivering
99.9996% uptime.*

Scales
performance
affordably

IBM POWER9
processor drives the
world’s fastest
supercomputers and is
ready to accelerate
your enterprise.

Delivers with security |

IBM Power Systems have

security built in at all

layers, from processorto s
the OS, designed to deliver f=
end-to-end security. =

Simplifies
multicloud

IBM Power Systems
enable the most data
intensive and mission
critical workloads in
private and hybrid
cloud environments.




Thanks

Questions ?

Alain Cyr cyralain@fr.ibm.com

@trolinyrd
https://www.linkedin.com/in/alain-cyr-445420/
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Industry leading 2-socket vs x86. Designed to meet highest performance and
security needs, within a dense form factor, and a memory footprint up to 4TB.

S914 L922 S922
 1-socket, 4U / Tower * 1,2-socket, 2U * 1,2-socket, 2U
* 4, 6 and 8 cores/ * 8,10, and 12 cores * 4,6 8, and 10 cores
socket per socket per socket
* 1TB memory * 4TB memory * 4TB memory
* AlX, IBM i, & Linux * Linux only * AlX, IBM i, & Linux

* PowerVM * PowerVM * PowerVM




SAD

Optimized for SAP HANA in-
memory database workloads

Up to 2-socket, 12 cores per socket with
4TB memory for SAP HANA workloads

Highly flexible systems with best
In class virtualization

Consolidate workloads to reduce
data center footprint

HO922 H924

 1,2-socket, 2U » 2-socket, 4U

* 4,8, and 10 cores « 8,10, and 12 cores
per socket per socket

* 4TB memory * 4TB memory

e Linux * Linux
* Max. 25% of cores Max. 25% of cores
for AlX or IBM i for AIX or IBM i

1 .3X more memory capacity than x86 Xeon
SP (Skylake) 2-socket platform

Only 2-socket Scale-out SAP HANA system
(TDIS or Appliance) with 4TB of memory




Performance — E850 vs. E950

Sockets 2 or 4 sockets 2 or 4 sockets \ . .
ore flexible core options and

4x more memory for data
Core Counts 3 Options 4 op’uons intensive workloads

Max Memory 4TB 16TB

Memory Bandwidth <4t R€]=TAL=1e 920 GB/sec

Move data significantly
faster through the

|0 Bandwidth 315 GB/sec 620 GB/sec system

PCle Gen 4 Sockets 10 PCle Gen 4 slots

NVMe Bays 4 NVMe Bays



Performance — E880C vs. E980

Sockets 4 8,12, 16 4, 8,12, 16

Core Counts Up to 192 Up to 192 2x more memory

Max Memory 32TB 64TB

10 Bandwidth 315 GB/sec 630 GB/sec fa'\;'fe"retﬁfgﬁgsr'lgtﬂ':‘;?g'eym
CEC Drawer Fabric Q4SRN €]=7E1=1 103 GB/sec

PCle Gen 4 Sockets 8 PCle Gen 4 slots / drawer

NVMe Bays 4 per drawer



POWER9 E950

Software Stack

« HMC 920+

* PowerVM 2.2.6.23+

« AIX6TL9spl2, 7.1 TL5spd &

7.2 TL3 (full P9 support)

* Linux
 SLES 11 sp4, 12 sp3, 15
 RHEL7.5
* Ubuntu 16.04

* IBM i not supported

3 Year 24x7 Warranty

System (9040-MR9) — 4U

Two or four processors -16,20,22,24,32,40,44,48 CPU

POWER9 cores
Ez:(f(t:/gsussoerg Core 8, 10, 11 or 12 CPU Cores per socket
Maximum 3.8 GHz
Sockets 2 or 4 Field Upgradable
8 Riser Cards each with 16 x DDR4 ISDIMMs = 128 total
Memory DIMM sizes 8, 16, 32, 64,128 GB
16 TB max Memory (four times the E850)
Media Bays DVD via external USB DVD or USB flash key

Integrated PCle
- 11 slots Full Height

PCle Gen 4: eight x16 + two x8 (2 processors = 4 x16)
PCle Gen 3: one x8 (default Ethernet @ 2x10GB + 2x1Gb)
PCle slots are Full High, Half Length and Blind swap

Internal storage
SAS / NVMe

- Up to 8 SAS 2.5 inch, 15mm via 1 or 2 SAS adapters (x8)
Split disk capable JBOD, RAID 1,5,6 or 10

- U.2format 1 to 4 NVMe slots for 1 to 4 NVMe devices
2.5inch 7 mm 800GB, 1.6TB 3.2TB

- USB 3.0 (2 front and 2 rear)

Max I/O Drawers

4 EMX 1/O Drawer (PCle Adapter drawer)

External Storage
Drawers

EXP12SX, ESP24SX & EXP24S
Each requires: PCle SAS adapter or SAS port

IBM Power Systems POWER9 Enterprise Deep Dive

© IBM Corporation, 2018




POWER9 E980 system Gos0vss) — E9 80

Four Sockets each node 32,40,44,48 CPU cores

POWER9 Sept 215t 1 or 2 Node drawers
. Fast/Fused Core Nov 16™ 1 to 4 Node drawers
2U SyStem Control Unit Processors 8, 10, 11 or 12 CPU Cores per socket
5U 4x System Nodes 3.9 10 4.0 GHz
Sockets 4 per node (all populated)
CDIMM sizes 32, 64,128, 256, 512 GB populated in quads
Memory 16 TB max Memory per node => 64TB in 4 node
230GB/s per module / 920GB/s total (each node!)
Software Stack Media Bays DVD via external USB DVD or USB flash key in SCU
[ oML 920+ Eight PCle Gen 4 x16 HH HL
+  PowerVM 2.2.6.30+ ight PCle Gen 4 x
« AIX6TL9spl2, 7.1 TL5sp4 & Integrated PCle/node All are CAPI capable and use Blind Swap Cassettes
- 7.27TL3 (full POWERS support) - U.2 format 1 to 4 NVMe slots for 1 to 4 NVMe devices
* Linux Internal /0 2.5 inch 7 mm 800GB, no other size supported on E980
 SLES 11 sp4, 12 sp3, 15 - USB3.0

 RHEL7.4,7.5
GAL1l 0-2 MEX PCle Adapter drawers per node

GA2 0-4 MEX PCle Adapter drawers per node

EXP12SX, ESP24SX & EXP24S
Each requires: PCle SAS adapter or SAS port

Max I/O Drawers

IBM i
e 7.2TR9, 7.3 TR5

External Storage Drawers

45 IBM Power Systems POWERSY Enterprise Deep Dive © IBM Corporation, 2018



