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Speed of Technology Transition is Accelerating

Digital Disruption

UBER

World’s largest
taxi company

Owns no taxis

Alibaba .com:

Global trade starts here.

World’'s most
valuable retailer

Owns no
inventory
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World’s largest
software vendors

Owns no apps

@ airbnb

World’s largest
accommodation
provider

Owns no
real estate

fidential

IT Transformation
Public, Private, Both Build, Buy, Rent,
Devops: Agility and simplicity
Self-Service Operations

fvaninet

Storage
Technology
Transitioning

— Storage Technology

Transitioning

Speed transition: 16G > 32G
Protocol evolution: SCSI > NVMe
Media transition: HDD > SSD

7 out of 10 extemnal disk arrays are
flash based

60% of enterprise storage appliances
will have NVMe bays by 2020

IT Operations Analytics emerging
fast as the new norm, GDPR
Integrated SAN Analytics
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Need for 32G SAN

Why now 7




Flash Arrays Driving The Need For Faster Connectivity

Capacity growth and access solutions

Capacity In PetaBytes
2 ¥ g IS I

Revenue by storage array type ($B)
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Source: IDC Oct 2016 Worldwide Enterprise Storage Forecast



Moving The Performance BottleNeck

Don’t let your SAN become the new bottleneck "y

Performance
S

7 4 09 -

(?) SPEEDTEST

PLOAD

DOWNLOAD
296.93.- 312.14.,

All Flash
array

SCS

» SSD is 100x faster than HDD
* 1M IOPs in a 3RU form factor
Hybrid  All flash arrays have greater
array than 85% attach rate to FC

™ @ ]

From ADSL to FTTH From HDD/SCSI to SSD/NVMe

+ Bottleneck shifting to home network +  Bottleneck shifting to storage network



New Technologies

FC NVMe Support




Since NX-OS 8.1(1)

NVMe and FC

« Market transitioning to All-Flash Arrays (AFA)

 NVMe is next-gen media protocol - replacement for SCSI
« Exploits inherent parallelism offered by flash devices

« [FC as the transport of choice for NVMe fabrics
« Support FC-SAN customers upgrading to flash
« Minor control plane changes, no data plane change
 NVMe over FC is officially supported with NX-OS
8.1.1 release and above on MDS 9000 series

Fibre Channel
InfiniBand

NVMe SSDs

T11 Standards Specs:
FC-GS-8: http://www.t11.org/ftp/t11/pub/fc/gs-8/16-375v1.pdf

FC-LS-3: http://www.t11.org/ftp/t11/pub/fc/ls-3/16-395v2.pdf



http://www.t11.org/ftp/t11/pub/fc/gs-8/16-375v1.pdf
http://www.t11.org/ftp/t11/pub/fc/ls-3/16-395v2.pdf

NVMe over FC
Same FC Paradigm

Cisco C-series Rack Servers

Traditional FC-SCSI capable initiator

FC-NVMe capable initiator

Increased Seamless

Performance INnsertion

No New Network

© 2018 Cisco and/or its affiliates. All rights reserved. Cisco Confidential

FC or FCoE fabric built using
Cisco MDS 9000 switches

Phased
Transition

Established Solution

fvaninet

Since NX-OS 8.1(1)

8

FC-NVMe capable target

e

‘L
Traditional FC-SCSI capable target

(0
(l

Multiprotocol Ecosystem
Flexibility Support

Co-exists with current Solutions



Since NX-OS 8.1(1)

4 B s N
Cisco UCS C-series rack servers
Cisco UCS C series rack servers
or B series blade servers
\ arget
E

s NVMe commands and data

L ) L FC o FCoE fabric bullt using Cisco MDS 9000 FC-NVMe capuble target )

Scope: Cisco UCS, MDS & Nexus

Contents
Why NVMe ?
What is NVMe ?
NVMe over Fabrics (FC-NVMe)
Cisco’s leadership and offerings
NVMe Storage for Cisco UCS C-Series Rack and B-Series Blade Servers
NVMe over Fibre Channel (FC-NVMe) using Cisco UCS, MDS and Nexus
Supported Products

https://www.cisco.com/c/dam/en/us/products/collateral/servers-unified-computing/ucs-c-series-rack-servers/solution-overview-c22-740196.pdf

© 2018 Cisco and/or its affiliates. All rights reserved. Cisco Confidential fvaninet



https://www.cisco.com/c/dam/en/us/products/collateral/servers-unified-computing/ucs-c-series-rack-servers/solution-overview-c22-740196.pdf

Cisco Multi-Protocol Product Portfolio

EEH'. Cisco UCS CiscoUCS
| & ] - = 6332-16UP 6248UP

Cisco Nexus 7000 Cisco Nexus 9000 Cisco MDS Cisco MDS

9706 9710
ﬁ ‘ — Cisco UCS
m Vi _ 3 — Cisco UCS Cisco UCS Fabric
. == 2= M 6332 6296UP Interconnects
Cisco Nexus Cisco Nexus Cisco Nexus - -
5672UP-16G 5600 48% 16G FC 48x 32GFC =

5500

B —— 24/10 SAN Ext - m

Bq ﬁ & MDS 9132T g — mg
- 32x 32G FC = - VIC 1385 40G

483000 RCoE 24x 40G FCoE - CNA - .

Cisco Nexus 3000

16G FC: Cisco
Cisco Nexus Nexus [ "i’._ ﬁ Cisco UCS B- Cisco UCS C-
2348UPQ 2000 s Series Series
) MDS MDS MDS Blade Servers Rack Servers
Cisco Nexus 9148S 9250i 93965

93180YC-FX

15+ Years of Proven Single Operating System: NX-0S; Single Management Suite: Data Center Network Manager

Consistent and Simplified Features, Manage and Programmability
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Technology P
of MDS 9000

Series



Cisco Virtual Storage Area Networks (\/SANS)m
Widely deployed since 2002

- A Virtual SAN (VSAN) Provides a Method to Allocate Ports within a Per Port All .
Physical Fabric and Create Virtual Fabrics er Port Allocation

- Analogous to VLANSs in Ethernet

- Virtual fabrics created from larger cost-effective redundant physical
fabric

- Reduces wasted ports of a SAN island approach

- Fabric events are isolated per VSAN which gives further isolation
for High Availability

- FC Features can be configured on a per VSAN basis.

« ANSI T.11 committee and is now part of Fibre Channel standards
as Virtual Fabrics

2 3 C ) and/or its affiliates. All rights reserved. Cisco Confidentia fvaninet



Port Channel

The Bliss of MDS 9000 PortChannels
Simplification, Performance, High Availability, Flexibility

>>
PortChannel
Logical Bundle

>

>

>
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Port Channel &g AVASYAN
UCS + MDS Better Together - -

» Cisco UCS and MDS better together (YouTube Video)

Cisco MDS 3000 switches Merits? Cisco UCS Servers

!/C_D\QEQ

tPrablzm? tFroblzm)

https://www.youtube.com/watch?v=dHmrVpbRCal&feature=youtu.be

» Cisco UCS and MDS better together (White Paper) SR
http://www.cisco.com/c/en/us/products/collateral/storage-networking/mds-9700-series-multilayer-directors/white-paper-c11-734381.pdf

Al UCS + MDS Synergy: 1+1=3

Cisco UCS and Cisco MDS 9000 Family:

Better Together
F—— Better Performance czEn Better Support
. Management

? b FCo uplinksﬁom UCSFI feature compatibility and
i ) interoperability
+ Endto end VSANs, VSAN + Leverage skills across
O D iy o o e o s trunking, Inter VSAN Routing compute, SAN and LAN « Reduce finger pointing, single
J— . S : “throat to choke”
« High Availability with + SmartZoning
F_portchanneling, avoid . « Troubleshoot everything
e s 8 ot hosts’ relogins * Automated and multi-tenant altogether
Hybrid Cloud building blocks
DS provides high performance, highly available, intelligent
e - and integrated storage networking for UCS environments

© 2018 Cisco and/or its affiliates. All rights reserved. Cisco Confidential fvaninet


http://www.cisco.com/c/en/us/products/collateral/storage-networking/mds-9700-series-multilayer-directors/white-paper-c11-734381.pdf
https://www.youtube.com/watch?v=dHmrVpbRCaI&feature=youtu.be

Quality of Service (QoS)

Advanced Differentiated Fabric Service

« MDS 9000 embedded QoS hardware and
software capability

- QoS brings to SANs what has long been a
requirement in any network - ability to
provision and manage different levels of
service for different clients (applications,
departments)

- For example, MDS can prioritize latency-sensitive

OLTP transactions over throughput-intensive Data
Warehousing traffic

- QoOS levels can be set against the following
- Differentiated service per VSAN Transmit

- Differentiated service per source
and/or destination pair (WWN)

- Differentiated service per physical source port




Slow Drain

Hardware-based FC Congestion
Detection and Recovery

__ Misbehaving device “slowly drains” packets destined to it from the SAN.
Unrelated flows and devices can be affected

™1 MDS auto-detects slow drain devices and can take recovery actions

Hardware-based NEW! ;S\(/?caensd SPAGILAIDS 0 Immediate (ns)

Deploy Robust FC Networks and Reduce Operational Cost



Smart Zoning
Cisco

Smart Zoning on Stage only

Fabric Interconnects -5 - N—_— |
NPV mode -8 -S| mm |

l'; i ru-{;’ CE
e L
[ P | [ W

"

iy ! ‘
mff

(0 (0 (6 I
(0 (0 (e

== Disk Array
- . LUN Masking
i ) Common cluster datastore

Cisco UCS

MDS 9710 Directors
NPIV feature enabled

Reduction
Admin Time
Create 32 96 Create 1 13
zones(s) zones(s)
. Add an +4 +12 Add an - +1
Operational L .
BoPentitire initiator initiator

The simplicity of large MIMT zoning with the

security and compliance of SIST zoning



Analytics - What's the Customer Problem?

Need end-to-end visibility
to troubleshoot effectively

Putting an appliance or hardware
probe is expensive, intrusive and
not scalable

Hard to predict where the issue
will be, so need something which
IS integrated and pervasive

Where is the problem then?

End to End Visibility Continues to be an Issue



SAN Telemetry

External probe and External appliance for
appliance for analytics analytics
Traffic =l Switeh
m\rrormg Integrated

switch switch switch

switch

§ svvltches z

+—-—+

= N = =

Existing NEW: Cisco SAN Telemetry Streaming

© 2018 Cisco and/or its affiliates. All rights reserved. Cisco Confidential fvaninet



Switch Native Real Time Analytics

'@§ Pervasive | No appliance | No probes | Always on

High Performance End to End Deep Visibility Scale with MDS 9700
Onboard analytics Visibility for Every Packet, Every Director Platform, scale
engine for data troubleshooting Flow, Every Speed to entire fabric
collection

Available on 32G linecard (from NX OS 8.2.1) and 32G switches (from NX OS 8.3.1)

r its affiliates. All rights reserve Cisco Confidential fva t



Since Sept 2017
and NX-OS 8.2.1

SAN Telemetry Streaming




MDS 9700
Directors Portfolio
and Architecture




Common ltems:

Cisco MDS 9700 Series Director e

* Multiprotocol flexibility 26RU
+ Single OS (Cisco® NX-0OS) :
+ Single management (Cisco DCNM)

* Line-rate performance 9RU
» Better Cisco UCS® interoperability

Cisco part number DS-C9706-1K9 DS-C9710-1K9 DS-C9718-1K9
Line-card slots 4 8 16
Line-rate ports at 16/32-Gbps and 10-Gbps FCoE 192 384 768
Line-rate ports at 40 GE FCoE 96 192 384
Fabric Module slots (available / default) 6/3 6/3 6/6

Sup Slots 2 2 2
Airflow Front to Back Front to Back Front to Back

Power Consumption (Typical@32G FC) 1600W 2850W 5800W

© 2018 Cisco and/or its affiliates. All rights reserved. Cisco Confidential fvaninet



MDS is designed for the Modern SAN

Proven Architectural advantages for successive generations of Storage Networks

100% 32G bandwidth per slot guaranteeing all line rate ports
Multiple generations of FC modules pluggable in the same chassis
Interop between multi-protocol SAN switching modules

Dual Redundant Supervisor for centralized Restful management

Consistent and Predictable performance between any 2 Ports Rear
Port Channel group members across multiple modules
Up to 8270 B2B Credits per Port

Up to N+N Redundant and Hot Swappable Power Supply
Options of AC ,DC or combination of AC+DC

4

I v" Redundant and hot swappable Fan Trays

Up to N+N redundant and hot swappable fabric Modules
Backplane capable of 16G/32G and 64G in future

High Data Integrity using Store and Forward Architecture
Centralized switching arbiter for non-blocking traffic flows

AN

and/or its affiliates. All rights reserved. Cisco Confidential fvaninet



The Benefits Of Multiple Fabrics

Host = @
Ports
> _
(2]
1 256 Gbps
IFr? F?dOE’ FCIP © 5 512 Gops Default configuration
necards MDS9710 and MDS9706
3 768 Gbps 32G FC capable
@ 4 1024 Gbps
Default configuration
(5 ) 2 1280 Gbps MDS9718
6 1536 Gbps 32G FC ready
[ 6]
The modern design with multiple fabrics Possible Front-Panel Bandwidth Per Slot
provides two key benefits: 1%
1280
. . . 81024
1) True operational redundancy: higher uptime at 2
full performance 3
S 512
2) Easy scale up with addition rather than >se
replacement: investment protection (upgrade ° 1 : s a4 s s
to linerate performance for 32G FC, 40G Number Of Fabric cards

© 2018 Cisco[@pdYex [Baffiliates. All rights reserved. Cisco Confidential fvaninet
0



Highly Available MDS 9700 Networks

<
o8
DR
60\6(\606\9 o‘c'e%
Qo(\ ‘&0@ ‘5\’0\ X ° :
Oo“\-\{\ec'@o\)\geg Properly engineered FC network
\>$c)0@:\>}(b‘\\o<‘ base? on Qsco '|¥|D?d9'70? family 31.5 seconds
o of mission critical directors downtime per year

99.9999% UPTIME

Design a Reliable and Highly Available Fibre Channel SAN
http://www _cisco.com/c/en/us/products/collateral/storage-networking/mds-9700-series-multilayer-directors/white-paper-c11-738426 pdf

© 2018 Cisco and/or its affiliates. All rights reserved. Cisco Confidential fvaninet



Cisco MDS 9700 Series Modules
Bringing FC, FCoE, FCIP and FICON Together (% not FICON certified

-

48-Port
16-Gbps
FC Module

Flexibility

-

24-Port 40
GE FCoE
Module

-

48-Port 10
GE FCoE
Module

Redundancy

Interchangeable

Cisco® Cisco Cisco
MDS MDS MDS
9710 9718 9706

")

Multiprotocol

* Licensing -
24/10 SAN 48-Port
Extension 32-Gbps

Module FC Module



Migrating from Brocade to Cisco MDS 9000

Same concepts, just a different and easy-
to-learn CLI

Same familiar Cisco NX OS approach
Migration tool for zoning available

Multiple strategies possible: one fabric at a
time, parallel SAN, interoperability mode,
edge/NPIV core approach

You are not the first to migrate from
Brocade to Cisco

Cisco advanced services (at a price) in
case of need, 100k+ ports migrated

Training on the job included in our proposal

Storseisundet bridge, Atlantic route, Norway



MDS 9000 Fabric
Switches Portfolio




MDS 9148S Fabric Switch

High-Performance, Easy to Deploy, Enterprise-class Fabric Switch

Front Back

T bk P e P el BB E Pl I =D Tl D Dl BB DB Pl D=l DG D= B BT P D]

48 x 16G FC Line Rate Performance

Expand from 12- to 48-ports in 12-port increments Dual Power Supplies and Fans for Enterprise-Class Availability

© 2018 Cisco and/or its affiliates. All rights reserved. Cisco Confidential fvaninet



MDS 9396S Fabric Switch

Blend of Fabric Switch and Director Capabilities

Front View

Il Bidirectional airflow

Rear View

Deploy as a Stand-Alone switch or as an Edge Switch for an Edge-Core Network

© 2018 Cisco and/or its affiliates. All rights reserve d. Cisco Confidential fvaninet



MDS 92501 Multiservice Fabric Switch

Next-Gen Storage Services Platform for Unified Fabric

2 Ports 10GE FCIP/iSCSI K -~ Redundant Fans

Redundant Power Supplies

MO8 5250 Mutmiarer fanne Swieh

‘ISC

l
L

© 2018 Cisco and/or its affiliates. All rights reserved. Cisco Confidential fvaninet



MDS 9132T

16 Port Expansion module

Console
T e e T T T ot MG T

Mgmt1 Mgmt0 16 Ports

I Bidirectional airflow

PLUS'
PLATINUM

1 PSU - standard 2 Fan Trays 2 Additional Fan 1 additional PSU -
standard - optional Trays - optional optional

Industry Leading Features, Cost Optimized with no watered-down compromise

© 2018 Cisc

8>16>24>32 Integrated SAN Telemetry 1-Thps All flash arrays, Director-class Features

Line Rate and deep visibility Line Rate Full Duplex FC-NVMe and tape VSANs and Portchannels
4/8/16/32G Ports Next-gen ASIC with NPU Bandwidth Qualified and ready Up to 16600 buffer credits
Semi-modular Every Frame on all ports No oversubscription Advanced feature set Non disruptive FW upgrades

Cost-Optimized FC encryption

> and/or its affiliates. All rights reserved. Cisco Confidential fvaninet



MDS 9148T

M IR I I IIII I T I I I I TI I I I I I I IV T I VI VY VYN NNV TEY

Form Factor Fixed Base 48 Ports: 1 - 48

* 48 ports fixed form factor

» 24 ports pre-activated base

* Expandable to 48 ports in 8-Port increments via upgrade license
Power and Thermal

« 650W Bi-directional PSU

* Dual PSUs and 4 FAN trays as standard
Management ports

« 1 X10/100/17000M Base-T

« 1 X 10G SFP+ (For streaming telemetry”)
Auto-zoning : Automatically zone new devices without having to configure anything
Configurations

« 24-Port switch (DS-C9148T-K9)

« 24-Port 32G switch bundle with optics

» 8-Port 32G license bundle with optics



MDS 9396T

16 Port 32G FC Ports on demand
49-64, 65-80, 81-96

Form Factor Y
« 48 ports pre-activated base Base 48 Port: 1 - 48
* Expandable to 96 ports in 16-port increments via upgrade license
Power and Thermal
« 1200W Bi-directional PSU w/ SAF-D-Grid power cable (No jumper chord)
* Dual PSUs and 4 FAN trays as standard
Management ports
« 1 X 10/100/1000M Base-T
¢ 1 X 10G SFP+ (For streaming telemetry”)
Auto-zoning  Automatically zone new devices without having to configure anything
Configurations
« 48-Port switch (DS-C9396T-K9)
« 48-Port 32G switch bundle with optics
* 16-Port 32G license bundle with optics



Nexus Fabric
Switches Portfolio




Cisco Nexus 5672UP-16G Switch

« Part Number: N5K-C5672UP-16G
* 48 Fixed 10G SFP+ Ports of which 24 Ports are Unified

24 Ports Traditional Ethernet or FCoE + 24 Unified Ports provide 4/8/16G FC,
10G Ethernet or FCoE * 6x40G
QSFP+ Ports

+ Flexibility to use 4x10G or
40G

» Traditional Ethemnet or
FCoE

Compared to previous Nexus 5672UP, 5672UP-16G provides additional SAN storage capabilities
with existing Nexus Ethernet functionality:

*  50% more UP Ports than previous 5672UP (24 vs. 16) * Increased Buffer-to-Buffer credits (MAX 128 BB_Credits

* Fibre Channel port speeds increased from 8G to 16G vs. 15 BB_Credits)

FC «  Support 8G FC CWDM/ER optics and 16G FC ELW
*  When configuring an FC port on N5672-16G, the fabric optics for improved DC-to-DC connections

mode should be in the 40G mode to support 16G. *  Support 14 VSANSs including VSAN 1

Traditional Ethernet Plus Storage: NAS, iISCSI, FCoE and FC




Chassis Since 01/07/2014

NEXUS 2300 SERIES Nexus 2348UPQ

48 Fixed 1/10 Gb/s SFP+ Unified Capable Ports

ﬁ * Traditional Ethemet or FCoE

LL 48 Unified Ports provide 2/4/8 Gb/s FC, 24 Provide 16 Gb/s FC

8 » 32 M of Buffer with Lower Oversubscription ratio of 2:1

¢ + Parent Switch : at FCS: Nexus 5000 and Nexus 6000, followed by Nexus 7000 and Nexus 9000

2 : Y - x40 Gbis QSFP+ Ports

m *  Flexibility to use 4 x 10 Gb/s or
40 Gb/s

X

W Redundant 1+1 Mgmt / Console

L AC/DC Power

(@) Supplies

E Redundant Fan

() Redundant 1+1 Modules Redundant 1+1

(1’4 AC/DC Power AC/DC Power

LL Supplies Supplies

Compact 1 RU Switch in the Nexus 2300 Platform



FC Ports on Nexus 2348UPQ UP FEX

*  48x1/10G SFP+ Ports » 48 Fixed 1/10G SFP+ Unified Capable Ports supporting Ethemet or FCoE
or 16G FC orFC

*  6x40G QSFP+ Ports
*  4x10G SFP+ Ports Flexibility

 Unified Ports provide up to 24x 16GFC ports or 48x 8GFC ports
» 32M of Buffer with Lower Oversubscription ratio of 2:1

Parent Switch for Ethemet/FCoE: Nexus 5K, 6K, 7K and 9K

+ Parent Switch for FC: Nexus 5600

« Shipped with Ethernet/FCoE support in July 2014 * Only F port is supported on FC-FEX
with 7.0(3)N1(1) * NP Port type is not supported so NPV device cannot
* Enabled FC support in March 2016 with 7.3(0)N1(1) connect to the FC FEX directly
+ Fibre Channel FEX supported number (ID) range is * F-port trunking and F-port channel are not supported
from 100 to 130 on FC-FEX ports
» Support native Fibre Channel speed 2/4/8/16G * The default BB credits on each FC interface are 32;
» Fibre Channel ports must be configured in groups of 4 and can be set to max 128
ports and starts from beginning » Scale per parent switch: 24 FEX, MAX 96 FC ports



Typical UP FEX Topologies

Straight-Through FEX Active-Active FEX

|
|
|
|
|
Nexus | /A p—— Nexus
5600 N % | 5600
VPC :
FPC ( dD FPC .
40G FCoE l
Nexus =l | Nexus
2348UPQ Z | 2348UPQ
VSAN A VSAN B : VSAN A VSAN B
> |
|
8/16G FC | 8/16G FC
10GECNFC oH-CNFBA
* FC-HIF ports configuration must be the same in both the « The Active-Active FEX is supported, but only one FC FEX
primary and the secondary VPC switches. can be associated with a parent switch in the pair.
* For the Active-Active FEX, the port-conversion CLI should ewitohl (confi) ¥ fex 101
be configured on both the vPC peer switches. switchl(config—fex)# fcoe

e
Cisco



Nexus 9300-FX series

Nexus 93180YC-FX

48 x 25 Gb/s Gb/s ports
6 x 100 Gb/s ports

27 500 USD GPL

Common to Nexus 9300-FX

L2/L3 wirespeed
NX-OS mode or ACI
. _,,N,},(I-OS 7.0(3)I7(1) min

Cisco

32 Gb/s FC (NPV)*
MACsec on all ports™*
ISSU

UCS FI functionality***

Since April 2017

Nexus 93108TC-FX

48 x 1/10 Gb/s Gb/s ports
6 x 10 Gb/s Base-T ports

27 500 USD GPL

Redundant and hot-swappable PSs and fans

Port-side exhaust or Port-side intake

Supports Tetration * Since NX-OS 7.0(3)I7(2)
*5.8ince NX-08 9.2.1

Netflow w+ Roadmap
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Governing the SAN

DCNM Quick Overview




DCNM Capabilities

Analysis and Diagnostics
Gather and display data about your environment to help reduce
mean time to problem discovery and resolution

Health

Visually see health related indicators in the interface so that you
can quickly identify issues in your environment

Performance Measurements & Trending
Visualize change in your environment and utilize predictive
tools to understand how your environment is trending

Visualization
Let DCNM visually display fabric level information
in a holistic view

= N W B O

Configuration
Leverage DCNM to configure your Nexus and
MDS Switches

Introducing Data Center
Network Manager version 10




DCNM 10 HTML5 Web Ul: Summary Dashboards

© Ui Dara Center Network Manager

A Dashboard / Summary

SCOPE: Diin Corter v

@ Dashboard °
Health
Probloms Evants last 24 hrs
Inventory Count  Warning Count  Evenls
13 Unmanaged Swhiches 0 Emergency
Monitor 8 Swiich Wamngs 0 Aen
13 VEAN Wamings v 1 Geenl
9 Licsrse Warrings 0 Eror
13 15L Waminge 1 Waring
Administration 9 NPV Link Wamings 1 Nolce
6 Hosl Wamings W vk
0 Non-sedundant Paths 0 Dabug
Top SAN End Ports
Storage  Hosts
Device Name g, Rx Avg. Tx
22 EIVMAX-5093-FC- 10HA am% -
27 TIVMAX-5099-FC-8G8 L] %
27 TEVNX-2300-FCoE-Ad o Lol
o/ BUNX0199FCeE-A8 L o%
= EEVMAX.5099-FC-10GA ™ L [ Jpumm—
= EIVMAX-S099 FCOER [ w— o ——
&7 SN 2309-FC-A0 L Y — [ S—
Inventory - Modules (123)
Name Model Count
Superdeor Module-3 1
DS-135T-FA33 Fabric card module 4
DS-CO148-KI-SUP 1121418 Gbpe FO/Suparvisor-3 1

co and/or its affiliate

All rights rese
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Alarms Network Map
Q Critical 2 v +

Swich Hardware - Fabric_emc-56240) emc-$372pme. 0 L= =

Swhch : Fabrc 3 (i)

Error
D S
A Warning
Show Acknowledgec Alarme.

Top ISLs/Trunks Inventory - Ports
Device Name Avg. Rx Avg. Tx Category

o EMDSIT0-8 fel E--MDSLZE0-... 0% % 1 Total FG

2 Bemoasti £1222—emo 861 .. 0% ] m E/TE Ports

2 BemoaT18 fo1G2b—emo a7 10-... 0% — L, J s FiFL Ports

24 BomoOT10-2 &7M41-—eme-BT10... % 0% Fabric Ports

27 EIMDSD1485-2 fo1/1-—-MDEB250.. % "% ¥ foilable FC Ports.
22 E3emcTT06-fooe vic3B(EMeme. % 1 o ] 26 FC

27 IMDS91485-2 fe1/2-—MDSB250.. o% 1 o 4Gb FC

27 EIMDSI1483-2 k1 12-—-MDSHTH,. % [ Y 10Gh FC

27 EIMDS01485-2 fe1 1 —MDSET.... 0% bt 1 16Gh FC
Inventory - ISLS Inventory - Switches (43)
Category Count Switch Mode!

w Tolal FC ISLsiN® Links 143 STIZPNE

FC5Ls o DS-CHT18
FCIP DS-CO3065

fvaninet
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Customizable
layout with 16
different Dashlets
Add and remove
Dashlets for a
custom view
Auto Save your
custom layout
Focus on what
matters in your
environment



DCNM 10 Switch Health Score

e Data Center Network Manager SCOPE: | Data Center v|[o~
D A | Dashboard / Network ]
Switches P I y B d
Topology Device Name 1P Address WWN/Chassis Id Health Status #Ports  Model Serial No. Release License O I C ase
1 @emc5548 172.25.162.69  20:00:00:2a:6a:a3:45.... TN @ Module Wa... 48 NSK-C5548UP  SSI745099R  7.3(ON1(1) Permanent Co nfl g u ra b I e h ea Ith SCO re
g Inventory 2 @ emc-5596t 172.25.1621...  20:00:54:7f:e0:03:06:80
3 @emc-56128 172.25.162.80  20:00:8¢:60:41:07:deicO emc-5548 2 X
Monitor 4 @ emc-5624Q 172.25.162.83  20:00:8¢:60:4f: :00 Overview Modules Switch Ports Events
5 @ emc-6004 172.25.162.81  20:00:54:7f:ee:f3:08:40 See H ea Ith tre n d Ove r
6  @emc7010-emc-7010-..  172.25.162.116  20:00:00:26:98:2:12:. Health score: 69% Health Trend
Configure .
7 @ emc-7702-emc-7702-...  172.25.16272  20:00:8c:60:47:30:d0:00 tl me
Administration 8 @ emc-7706-fcos 172.25.162.1... 0:22:6: Here's how we computed the score :
9 @ emc-7710-fcoe 172.25.162.1... C Count Weight
10 @ emc9148 172.25.162.1...
11 @ emc-9148S-1 172.25.162.75  20:00:00:2a:6a:5b:7e:... Modules in warning 32 04 10.00% Q H kI N H t t
12 @ emc-91485-2 172.25.162.76  20:00:00:2a:6a:5b:7c:... Switch ports in warning 36/54 03 20.00% u IC y aVI g a e o
13 emc-9222i 172.25.162.79 20:00:00:0d:ec:4a:bé:...
14 :emc,gzsom 172.25.162.1...  20:00:54:7fee:1b:17:10 5: ::;EheTarked e brooo 03 0-18% reVI eW Wa rn I n g S
15 @ emc-9250i-2 172.25.162.74 20:0( e:1b:17:70 1-x 69% zDV » por2t May4 Mays
16 @ emc-9372pxe 172.25.162.2...  20:00:cc:46:06:64:8c:fc
17 @ emc-93965-1 172.25.162.84 oK o YA TYGIUOr oWy
18 @ emc-93965-2 172.25.162.87  20:00:8c:60:4:0d:2a:40 ok % DS-C9396S JAE19030525  7.3(0)D1(1) Permanent See H ea Ith Stat u S O n
19 @ emc-9513-1 172.25.162.82  20:00:00:05:30:01:ba:f2 ok 104 DS-C9513 FHHO0936004K  5.2(8h) Permanent
20 @emc9513-2 172.25.162.85  20:00:00:05:30:01:05:12 ok 176 DS-C9513 FHH0936003)  5.2(8h) Eval - Fri May 20 11:15:02 PDT 2016 To pOI Og y m a p
21 @ emc-9706 172.25.162.77  20:00:00:2a:6a:a4:07... ok % DS-Co7
22 @emcoT10-1 172.25.162.1...  20:00:54:7f:ee:ea:3a:00 ok 120 DS-C97
23 @emc9710-2 172.25.162.1...  20:00:54:7f:ee:ea:31:00 ok 48 DS-C97
24 @emc9718 1722516221  20:00:8c:60:41:32:4a:80 v ok 168 DS-Co7
25 @ emchafnium 172.25.162.86  20:00:8c:60:4167:af:c 75% @iLicense Vio... 102 N5K-C5
26 @ emc-mini1-A 172.25162.66  20:00:8¢:60:4f:36:0a:00 @ unknownu... O
27 @emcmini1-B 172.25.162.67  20:00:8c:60:47:42:c6:80 @ UnknownU... 0
28 @ emc-ucs1-A 172.25162.118  20:00:54:7f:00:5b:bf:00 @ UnknownU... O
29 @emcucst-B 172.25.162.119  20:00:54:7f:ee:5¢:2¢:00 @ uUnknownU... 0
) 2018 and/or its affiliates. All rights reserved. Cisco Confidential fvaninet
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DCNM 10 Historical Data Trending

e

A Monitor / SAN / ISLs

Data Canter Network Mani

ISL Traffic and Errors

admin {3

T T & P e

2t Hous ¥
R =
Scope Name VSANVLANS  Speed Rx+Tx ¥ Er.. Dis... Last Updated St
Avg. Aug.. Peak Avg.  Avg... Peak  Peak %
1 Fadric_emo 56240 2 - GTHB o181 4-—emc- 18G6 85.50M3 5 N5ZvE 7 TAITVE 4 149E 5 164 6TME na na  20180429-121609
Monitor ° 2 Fabric emc-S64Q o7 amoST4B o6/ 3—amo- 16Gb B545M8 5 i516v8 7 Ta17v8 4 104818 (] 18462MB  nls s 201BOMES121608
k] Fanne_MDSS250-A 22 NDSOTH0-C -213--MDS. 1.%20 1660 28373 1 N4TVE 1 28 %ve 1 30 sove 1 56.7IMB na na  20160506-182026
Configure 4 Fatdc_smo-56240 £ omc. 6706 fo1/43—ams. 16G0 575m8 0 218338 13 385vE 0 13@5ae L] B.6IMB n's nla 20160420-131529
5 Fabrc_emo- 50240 2 w502 15— 18Gb R 0 14125v8 8 457vE ©  214z9v8 13 B11M8 nia nfa 20180429-13:1534
] e mno-S6240 7 omo B2001-2 fo1/4--amo 1838 335m8 0 1:EIVE ] 807 BAKE 0 4EwB ] 423MB s 'n ZIEAZH1I1534
7 Fanno_emo- 56240 27 e TO gm0 D-Keo. BGo 1.92v8 0 Z:sivE 4 207ve 0 2408 3 4.00M8 na na 2016042913 1532
8 Faic_emc-56242 2 eme- 101 (-ame-T0104c0. BGe 1.80M3 o 08WVE 3 1508 o 088 2 3.60MB n'a s 20160429-13.1533
] Fabnc_emc-86240 22 ome-92501-1 fe1/23-—am 1668 432.07K8 0 samwe 0 391 60KE 0 s1me B B2367K8 n'a nla 10429131529
W0 Fadse_emc-56240 £ orme-B25011 fo1/24-em 16G0 M521K3 0 515v8 ] 443 11KE 0 10EWB ] T93.32KB na na  20160428-131526
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o Show ISL,
Ethernet, FCoE
and Fibre
Channel port
trending

o Append multiple
interfaces on one
chart

o Predict the future
trends



DCNM 10 Slow Drain Analysis

New Slow Drain Analysis report

o Show the results of
e R the report
o= 5 Slider bar focuses on
o bl W = """""" "WW T "”“""im”““"_: s the data you want to
" D2 %l Swich . [ ] o o o L wl L] Uﬂlllll See
o Graph data in the
I L o bottom section

o Filtered by Non-Zero
by default
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Why Cisco and IBM

Global History of
Companies with Collaboration
Leadership
Based on 25,000 Shared
Customers
lll'lllll Industry
Standards

CISCO

Common Partner
Ecosystem

Resellers Are

Fundamental to
Businesses

DELIVERING INNOVATION THAT MATTERS
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What Is VersaStack”

VersaStack Solutions VersaStack Solutions
CONVERGED INFRASTRUCTURE OBJECT STORAGE
Cisco Network .
Nexus 5000/7000/9000 IBM Cloud IBM Cloud Object Storage
Switch Family, MDS Object Storage
Switches, Fabric 1 B UCS C-Series
y Interconnect [
I 0 _ IBM COS on UCS S3260 UCS S-Series
h Cisco Compute
+ UCS B-Series and
({% UCS C-Series
; .
@ Spectrum Virtualize VersaStack Solutions
g V5000, V7000,
I V9000, and SVC
Spectrum Protect
Spectrum Accelerate S
&
A9000 and A9000R Q) ~
_ . rk\) IBM Spectrum Storage Suite
Hybrid Cloud S Ql Spectrum Scale
VersaStack Cl On-Premises,

Cloud Center, Public Cloud,
IBM CDM
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