Luca Comparini — EcoD Europe, Linux on Power Growth Initiative Leader

o @Ilucacomparini
@ www.linkedin.com/in/lucacomparini
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POWER platform: best known for...

g

for Business

Design point is “purposeful”
for new and existing Enterprise workloads (Analytics, Big Data, OLTP, ERP, SAP, etc.)

Design Goals
Increase the performance per core while reducing the cost per workload

Optimization
Integrate processor micro-architecture with hypervisor, OS, IBM middleware and storage

Designed for enterprise reliability

— Higher Performance per Core = less software licenses needed to accomplish the same amount of work
— Less software licenses = lower cost per workload

rF
Traditional, back-office applications and workloads. We call these “Systems of Record.” If you |= E
are a retailer, think of your warehouse inventory records; if you are a healthcare provider, think -_ = .
of your patient records; if you are an insurer, your claims records, etc. In addition, there are

traditional IT applications for customer relationship management, and finance and accounting
systems, to name a few. Systems of Record

A
[ %
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IBM Power in the Unix market (market share)

55%

50% 1

45% 1

40%

35% -

30% A

25% 1

20% 1

15%

POWER4
Dynamic LPARs

POWERG
Liv& Psrjiiion
POWERS5 -
Micro-Partitioning l T
l POWER7
Workload Optimized
Leadership

==HP - Sun/Oracle —IBM

'\"t, S & b-b- b-ﬁ ) 2 BT A, L ) 3 o 9,0 QLN N RN
'59"9 o "@'p "’Qo“éb fexle il 'ﬁo‘g o o'éa'pho 0"&0 0@05&0@0@0@0@ “@;}@0@0@ @c}'po@o”@ o \ NN \o'é\o“\o\d"\ P

http://www.idc.com/getdoc.jsp?containerld=IDC_P348
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Power is not best known for...

Facts on Linux

Over 90% of world fastest supercomputers run on Linux

8 of the world's top 10 website run on Linux (Google, YouTube, Yahoo, Facebook, Twitter)
80% of all Stock Exchanges rely on Linux

US Department of Defense is the “single biggest install base for Red Hat Linux”

95% of the servers used by Hollywood animation films run on Linux

“Systems of Engagement.” For online retailers, customers can browse what is in their stores,
recommend items and complete transactions via their phones; insurers have new mobile apps
where customers can file accident claims via their mobile devices; and so on. These new
mobile and social apps require an infrastructure where they can be quickly developed,
deployed, modified, and redeployed. And then of course, you want to turn the data generated
from these applications into insights that can be acted on.

Systems of Engagement

.‘\
4 e
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Power8 — innovation for today

Industry

More Cores Best Practice

12 processor cores per socket (50% more than before) that
deliver better per core performance

What this means
Enjoy better scale up performance, and more throughput per
scale out server node.

Industry Leading

At 100MB, 3X the on-chip cache as POWERT - plus 128MB
of new off-chip cache as well

More Cache

What this means
Memory-intensive applications (like database) will perform
better as memory latency is enhanced.

Industry Leading

More Threads

SMT8 - 8 dynamic threads per core, supporting SMT1, 2, 4,
& 8 modes dynamically across VMs

What this means
You choose — Deploy VM's in the optimal SMT mode based

on application needs.
= Industry Leadi
More Bandwidth

2.3X our prior gen (and 4.6X the competition) to memory, and
2.4X our prior gen to /0.

What this means
Data-hungry applications (like big data & analytics) will
respond twice as fast and scale more efficiently.

n?“*z
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Understanding the impact of “more threads”

e
gl n}

N 3 TR SperQare R T3
ﬁf-m "
- ZTDTT / { \-‘C“\ﬁ:‘f :
& o -
/ 5 e
il /’ ;" ; :
o f-—f PowerT;'
g l[
1

Intel HyperThreading: 2 x Threads per Core
Power Simultaneous Multi-Threading: 1 /2 /4 / 8 x Threads per Core _,
+ 1.6 times single thread performance of Power7+ A. ‘!
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Understanding the impact of “more bandwidth”
Data is here (Disks)

Processors are here

96 MB L3 cache
128 MB L4 cache
230GB/s sustained
memory bandwidth

23“:
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Unusual transports

Unfortunately moving data is a different story

O awd |

zf"ﬁ:
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Unusual transports

Unfortunately moving data is a different story

; L T. T '.T"‘-I.._. ,
127)11/20:0009 32

o
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Sandy |\ Bridge EP | Ivy Bridge EX | TOWER7+ | bowERs
Bridge EP Systems
E5-26xx v2 E7-88xx v2

Clock rates 1.8-3.6GHz | 1.7-3.7GHz 1.9-3.4 GHz 3.1-4.4 GHz | 3.0-4.1 GHz
SMT options 1,2* 1, 2* 1, 2° 1,2, 4 1,2,4,8
Max Threads / sock 16 24 30 32 96
Max L1 Data Cache 32KB 32KB* 32KB* 32KB 64KB
Max L2 Cache 256 KB 256 KB 256 KB 256 KB 512 KB
Max L3 Cache 20 MB 30 MB 37.5 MB 80 MB 96 MB
Max L4 Cache 0 0 0 0 128 MB
Memory Bandwidth | 31.4-51.2 42.6-59.7 68-85"" 100 - 180 230- 410

GB/s GB/s GB/s GB/sec GB/sec
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Do the same with less

54,000,000

Total HW TCA

52,000,000

5

S822L24c

HF DL380p
B (2s)

Power S822L

= TCAITCO is for 34 servers,
B16 cores

= 3x better virtualized throughput
vs. an HP 2 socket vy Bridge

= 25, 24 cores each

= POWERS, 3.0GHz

= PoweryM

66% Less Systems and Cores

HP DL 380 G8

= TCATCO is for 100 servers,
2400 cores
= 100 HP servers needed for —-

Power 58221
= 25, 24 cores each
= |wy Bridge, 2.TGHz
= VMware vSphere Ent

equal virtualized throwghput of 34

Lower SW Licenses Fees

Reduced Management Costs

Reduced Floor Space

58% Lower HW TCA
Vs Ivy Bridge with VMWare

The equation between performance and $$%

Do more with the same

Power8 delivers insights 82x faster
Running Cognos Bl reports, with DB2 BLU
acceleration vs lvy Bridge with a traditional

database

= DB2 with BLU Acceleration on POWERS for Cognos Bl is
‘Fast on Fast on Fast!’

= First processer designed for Big Data to run more
concurrent queries in parallel faster, across multiple cores
with more threads per core

= 18x more throughput for simple reports
= 40x more throughput for intermediate reports
= 747x better throughput for complex reports

Additional information available in The Edison Group paper at

z"‘ o
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D OpenPOWER"

System/Software/Services

ubuntu®

I/O, Storage, Acceleration

SKTynx £ XILINX.

S

Boards/Systems

—p— NVIDIA iNSpur &
Chip/SOC |
< - IITERY )
@) Servergy B2
e Y ol
/‘\_ EELH A C!VP _ i TEAMSUN'
icron
HITACHI ZTEII:B!‘
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Non IBM Power8 products

The Tyan reference (ATX) board, SP010,
S A measures 12" by 9.6”

. , g . »one single-chip module (SCM)

4 S e T | >four DDR3 memory slots

E E -“i ~four 6 Gb/sec SATA peripheral connectors
I A - | | ~two USB 3.0 ports

™ >two Gigabit Ethernet network interfaces

iy = NI

NI _-" >keyboard and video

# i aieetassanes 9 1 -
T N W >intended for developers
' T i = R T

. > (o

a0 Il S

The Google reference board
>two single-chip module (SCM)
~four modified SATA ports
»Google use only
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@ 0OpenPOWER"

S NVIDIA.
http://www.computerworld.com/s/article/9241409/IBM_opens_up_Power _chip_design_partners_with_Google

That is why IBM NVIDIA Partners to Build
Next-Generation Supercomputers

] 6ot
i RN L
#

S

nviblAa

One of the more interesting aspects of OpenPower is IBM and Google partnering with Nvidia, which is
tuning its CUDA parallel programming toolkit for Power processors. Both could help resolve the issue
around the software and make Power another good alternative, McGregor said.

© 2014 IBM Corporation



IBM Ecosystem Development

Cores | 12 s

4,116 0.745

S ESEESEN i | amise

96

oot [N

Vectorunit{5P/DP)! _ 4/2

Contexts(sp/DP). | | 96/96

D Altimesh 2014 - all rights reserved
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© Altimesh 2014 - all rights reserved
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Success factors

Better TCA
Better TCO (thanks to “do even more with less”)
Even better TCO for IBM Power Linux solutions (for aggressive PVU)

Choice of Hypervisor: PowerKVM attracts MSP usmg OpenStack
(Ubuntu in > 50% OpenStack deployment; Ubuntu > 50% Amazon

: C2 Instances)
OpenPower: open innovation m

Bi-Endian: choice granted by Linux distribution

© 2014 IBM Corporation
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Power virtualization options

Reflect the customer segmentation: enterprise vs born on web/cloud

PowerVM: Provides virtualization of Processors, Memory, Storage, &
Networking for AlX, IBM i, and Linux environments on Power Systems.

PowerVM ‘ PowerKVM
GA Availability 2004 Q2 2014
All P6, P7, PT+, P8 PowerLinux P8 Systems

Supported Hardware Systems S812L & S822L
Supported OS AIX, IBM i & Linux . Linux

- Supports AlX, IBM i & i
Workload Mobility Linux Linux
Basic Virtualization 0o
Management IVM /HMC / FSM Virtman/libvirt
Advanced :
Virtualization PowerVC/VMControl Poger::s,t\;’gallla
Management P
Admin Type Power Centric Linux/x86 Centric
Established Security
Track Record on Yes No
Power
Open Source
Hypervisor No Yeos

== PowerKVM: Open Source option

for virtualization on Power

AKVM

il Systems for Linux workloads.

z"‘ o

© 2014 IBM Corporation



IBM Ecosystem Development

You D) Q

& QuickTime Player_Fle_Ed_View Widow Help 0,840 BEO

P GE

Extreme High-Performance
Cloud Computing & Object Storage

Our complete cloud computing range

Houly ~ Monthly

1VM/HOST

https://www.youtube.com/watch ?v=kE4cjPW2q14

i 4 W00NED Sar180ct 16:12:47 admin Q IZ

Backto LABS :

Power 8 i
the latest generation of IBM CPUs,

designed and built especially for very intensive parallelized

computing. Real use case shows that these systems, using

their « scale out » approach to distribute the operationsto .
dozens of threads, can provide

up to 100 times

the power of a classic x86 setup.
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Runabove.com — history of OVH and Power8

£) ' Octave Klaba / Oles
“ olesovhcom
#OpenPower #Power8 soon for the public
Beta in #0Ovh

" Octave Klaba / Oles @olesovhcom - Jun 26

2eply Retweet % Favorite === More A\l
” A ' Les prototypes du waterblock 250W pour #Power8
pic.twitter.com/YFMca8sBGb

742 PM - 23 Apr 2014

ﬁ‘ Octave Klaba / Oles @olesovhcom - Aug’
PoC #iPower8

12 View more photos and videos

+3 19 7 View more photos and videos . .

© 2014 IBM Corporation
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OVH and Power8

) ' Octave Klaba / Oles

\ olesovhcom

On a plein d'idées !!!l Et vous, vous feriez
quoi avecca?
pic.twitter.com/SOAXGUNuFv

4 Reply 3% Retweeted W% Favorite === More

ppct4d
32-bit, 64-bit
Big Endian
128
list: 0-127
core: 8 { i .
cket: 4 " BEart
4
1
IBM pSeries (emula
64K
32K
(s): 0-127

3 1o 2 GMAEEYERD

TNPM-20 Jun 2014 Flag media

Alain Bénichou @AlainBenichou - Jun 24
@olesovhcom I'll tell you what it is Octave: a game changer! #ibmpowerd

fefnedin

RICHARD patrick @RICHARDpatrick_ - Jun 24
@olesovhcom @AlainBenichou des vétements tissés avec des lignes de code

Q)

= chmod666.org @chmodB66 - Jul 4
1 . @olesovhcom Du #PowerVC #PowerKVM en masse o/ . le P8 ouvre des

nouvelles oportunités et ne sera plus reservé aux Bangues/Assurances/etc..

)
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IBM SWG licensing (Power vs Intel)

Processor Technologies
[ Processor Brand [ Processor Type [
Maximum Maximum
Processor Prm:nllnur Sanmr model number of Cocan parnockal IFL Pm{: b Processor Pm“ﬂ’ m"“f pare m| pnr
Vendor sockets Engine Numhar Gnru Vendor
perserver (1) (2) (4) (B) (8) (12) W'm (1) (2 (@) (6) (B) (10) (12) (16)

Any Any single-core
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In computing, memory commonly stores binary data by organizing it into

. . 8-bit units called bytes. When reading or writing a data word consisting
at I S e n I a n n e S S of multiple such units, the order of the bytes stored in memory

determines the interpretation of the data word.

Each memory storage location is associated with an index, called

Resister Register its address, which indicates its position. Bytes of a single data word are
generally stored in consecutive memory addresses.
Memoy | OAOBOCOD| | OAQBOCOD Memery
: : Big-endian systems store the most significant byte of a word in
al0A L— =  2|0D the smallest address and the least significant byte is stored in the
largest address.
atl:|0B — 2 a+1:|0C
+2:(0C | - at2:|0B Little-endian systems, in contrast, store the least significant byte in
the smallest address.
at3:|0D| = > a+3:|0A
[T Big-endian Little-endian N

Source: http://en.wikipedia.org/wiki/Endianness

pra
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Open Power for Open Source partners

y i\
ubuntu _/[MariaDs OpenPOWER
Supported by Canonical ZE'I"IC' Mel]anng

EEEEEEEEEEEE

g r\l Magento Q @'WORDPRESS
o wCommerce Platfarm for Growth Drupal
g aP"-]'I't‘:l § SUGARCRM ¥ Joomial
3
é PHP (Zend)
Ei
G Sarieedin MariaDB (MariaB) 4=
3 o
. g o
E Linux (Ubuntu) 3
£ g
High Speed Data Transfer (Mellanox) 25

O
F’OWERBL

)
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1981
Coding starts

— 1985

MariaDB MuSQL

@sun — ORACLE —— 200842078
MariaDB
=
. — gk "S L 2010
Sysbench performance on MariaDB 10.0 - ySQ
2000 + IBM Power 58221 compared with IBM x3650 M4 Y — -
(POWERS runining Ubuntu as KVM guest and intel running as KV guest ) T :" o 2013
e ] SkySQL MariaDB
1,600 +9
0o . J 2014
£
[
1,200 §
a |
80 8
2
]
[
ik _ _
S822L - 10 core 3.42 GHz; %3650 M4 IvyBridge 12-c 2.7 GHz;
KVM/Ubuntu 14.04; KVM/Ubuntu 14.04;
MariaDB 10.0.12+ MariaDB 10.0.13

Preliminary benchmarking results shows that MariaDB performance
on POWERS per core is 2.2x more than on x86. Source: MariaDB

[
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DB

ENTERPRISE =

Benefits

@ Oracle Compatibility

/ Enhanced Performance Features
/ Advanced Security

/ Postgres Enterprise Manager
, Virtual Private Database

’ Index Advisor

@ MS SQL Server Replication
@ Al Benefits from EDB Tools

Oracle Enterprise | EDB Postgres Plus
Edition Enterprise Edisiton

License Fee Per Core ffpﬁi’;fﬁf;;‘;";? “;;;':,‘;fﬁf,?;gzge;)

Database $47,500 included in subscription

Partitioning $11,500 Included

Data Guard $11,500 Included

Diagnostics $5,000 Included

Total License Fee per Core $75,500 included in subscription

Total License Fee per Server (Capex) $2,416,000 $0

Annual support/subscription cost per core 22% of License Fee $6,900 per socket

Annual Support/Maintenance per Server (Opex) $531,520 $27,600

Total 3 Year License and Support Cost $4,010,560 $82,800

No CAPEX Annual OPEX e 3YRTCO
reduction cost savings

© 2013 EnterpriseDB Corporation. All rights reserved. 15 ENTERPRISEDE

)
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What's the easiest way to try it, for IBMi clients?

“Primary OS could be IBMi: Linux is a secondary OS
=Enabler: IBMi promo
— Power standard comes with a Linux license almost for free

=Value proposition:
— Business Intelligence (existing Power workload being the Data Source)
— Infrastructural add-on

— Front-ends (web-applications)

.

© 2014 IBM Corporation
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Previous architecture =il
INFORMATICA
. —
Other environments Power
Each component required a server or Only a part of the solution on
virtual server, leading to additional costs the enterprise level platform.
for hardware or virtualization licenses. Lot of unused resources
Complexity increasing exponentially

Jgalileo Business Logic

CRM Workflow (RPG-CLLE-Java)

Joalilleo Client

Jgalileo DB (db2 for i)

Qualita B2B / B2C

Clients
Rich Client. is resource App Configuratore Archiviazione Documentale (GD)
consuming (CPU,

Memory, Network). Project Management
Presentation speed

depends on Client. e

ISV view 7
Rich Client has to be
maintained and w

supported on too many
OS.

Spedizione Documenti (SD)

for Business

© 2014 IBM Corporation
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New architecture Sill

SANMARCO
INFORMATICA

Power —

Consolidated design eases High
Availability and Disaster Recovery

Joalileo Business Logic
(RPG-CLLE-Java)

>
o
©

Workflow

Jgalileo DB (db2 for i)

B2B / B2C

rchiviazione Documentale (GC

Client Configuratore

Joalilleo Client

Spedizione Documenti (SD)

Thanks to x2go the
front-end is
executed on the

Project Management

J

server, with the -
logic of terminal “
application (citrix- for Business
j’:’ﬁﬁin a Linux

g:,gigﬁgmy Re-use the free resources for running

everything is on “other” workloads, instead of

the server. allocating additional servers for this.

o

© 2014 IBM Corporation



IBM Ecosystem Development

X2go for presentation logic

X X260 Client

Session  Options — Help

Session ID: paolun-433-1412604752_stR1galieo_dp32
Server: 10.200.100.45

Username: paolun

Display: 433

Creation time: Ln 6. ott 16:12:37 2014

Status: running

ViGH g, O ELOG1IECU SESS0NT (S UGS UEp_J2 + ASaUl

sessian,

Warning: Falled to read data from the X auth command.
Warning: Generated a fake cookie for X authentication,
Info: Using ADSL link parameters 512/24/10,

Info: Using cache parameters 4/4096KB/8132KB/8 192€B.
Info: Using pack method '16m-jpeg-9' with session ‘unix-kde-de
Info: Using ZL1B data compression 1/1/32.

Info: Using ZL18 stream compression 4/4,

Info: No suitable cache file found,

Info: Forwarding % 11 connections to display localhost:0',
Session: Session started at 'Mon Oct 6 16:12:39 2014,
Info: Established X server connection.

Info: Using shared memory parameters 0/0K.

X Show details

X User Login

System

C=E=]

fes | Newsession

j test@10.3.48.11

X fopt/1412/3gallea

_ Jqalileo

10.200.100.200

=3 IE8 =)

Username “

Password

Login | Cancel

SANMARCO
INFORMATICA

X2GO Client

Installed on the user's laptop/desktop.
Allows the presentation logic within a
terminal application window.

Supports Windows, MacOS, Linux.

X2GO Server

Installed on a Linux on Power partition.
Sends the visual session executed on
Linux on Power to the x2go client.

Communication is optimized
(compressed) and is designed to work
also when network bandwidth is poor.
Supports encryption.

©2014 IBM Corporation
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Few notes from the benchmark i

INFORMATICA

Hlllllthiy "_\h_‘r 4 HOVEreto |: I L
i (slppinl . anegliancs
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~2Xx improvement from Power7+ to Power8
... Marketing does not lie!

~3x improvement with JVM, OS and
Hypervisor tuning
N N
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\You canghoose tg"
liveiin.the frontrow;
opthe thire.romy..

n?“*z
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Porting/Migration tools:
— Chiphopper (migration/validation support with marketing benefits)
— Rapid Port Program (migration support)
— Migration Factory
Testing/Performance optimization:
— 21 Innovation Centers in Europe, in 19 countries (3 x ESP POWERS)
« AlllIC capable of performing POWER engagements
— Montpellier PowerLinux Center
— STG Lab Services
Hardware Platform (other then IIC and MOP):
— Power Development Platform
— Hardware Malls (hardware on premises via leases and discounts)
Co-marketing:
— IBM/ISV joint marketing events
Sales Kit
— Eagle TCO ®

© 2014 IBM Corporation
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If you answer yes to these questions, you are an excellent candidate for IBM Chiphopper
Is your application written in C/C++, Java, COBOL, SmallTalk, PHP, Perl, Python or Shell?

Does your application run on a Linux 32-bit or 64-bit x86 processor and does not have
hardware-specific code or use your own kernel modules?

Are you interested in porting your application to Red Hat Enterprise Linux or SUSE Linux
Enterprise Server on IBM Power Systems, System z or both?

If you are still not sure if Chipho%)er is right for you, send an email to chiphop@us.ibm.com.
We kcan help you find the right IBM resources to assist you with your multi-platform Linux
work.

IBM Partnerworld Member
ISV nominate application for Chiphopper online:
Leverage PDP or IIC for testing

© 2014 IBM Corporation
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The Power Cloud that enables developers offers no-charge remote access to IBM

hardware, includin

IBM POWER8™, 'IBM POWER7+™ and IBM POWER7™ processor-

based servers on the IBM AIX®, IBM i and Linux® operating systems.

PDP is intended for Development, Porting and Functional testing only.

User systems include virtualized CPU, disk and networking. Users have root access to their
systems but cannot access the Hardware Management Console (HMC) or the Virtual 1/0O
Server (VIOS). Reservation duration is up to 14 days with configuration defaults. System
defaults can be adjusted using a promotional code.

Access to IBM Middleware.

Server
specification
0OS supported

vCPU/Memory

Storage space

% of real CPU
per Virtual CPU

POWERB™ with AlX & PowerKVM™ with

Linux

IBM Power System

Linux

IBM Power System

POWERE™ with IBM i

IBM Power System 5824

SB24

AlX 7.1, AIX 6.1, RHEL

6.5, SLES 11.3

Tto2vCPU /2104 GB

RAM

35 GB storage on IBM

System Storage®
DS8000E

20%

S8221L

RHELY, Ubuntu
14.04

Tto2vOPU/ 2104
GB RAM

15 to 35 GB storage
on |IEM Storwize
V7000

20%

IBM i7.2
1Tto2vCPU /2104 GB

100 GB storage on IBM
Systemn Storage®
DS8000®

20%

© 2014 IBM Corporation
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As a member of PartnerWorld, you may qualify to lease or purchase equipment at very
attractive terms to support your development needs.

Qualified members can get cost effective and timely access to the latest technologies for
any of the following business-related purposes:

— Product development, testing, support or maintenance
— Product demonstrations

— Use in customer demonstration or briefing centers

Countries: Europe, North America
Membership: All levels
Cost: Variable

© 2014 IBM Corporation
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The IBM Migration Factory makes is easier than you think with resources to help you move
your solutions to the IBM POWER platform and help you differentiate your solutions from
others. Read about some of the thousands of customers that have gained the POWER
platform advantages and how they were able to provide exceptional client experience.

— Port to multiplatform Linux
— Solaris to Linux

— HP-UXto Linux

— Windows to Linux

— Skills migrations and re-platforming
http://www-03.ibm.com/systems/power/migratetoiom/path.html

© 2014 IBM Corporation
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The IBM Innovation Centers offer the resources you need includin? technical expertise,
marketing and sales facilities and skills, and IBM hardware and software. Collaborate with
IBM and other Business Partners through our worldwide centers.

21 Innovation Centers in Europe, in 19 countries (3 x ESP POWERS)
— All'lIC capable of performing POWER engagements

— 3 x Power8 Early Shipment Programs
https://www.ibm.com/partnerworld/iic

— Offer technical skills and hardware access across multiple platforms, local or remote,
at little or no cost.

— Shorten development and testing time with hands-on assistance and leading edge
technology.

— Qualify for "Ready for" marks to broaden your marketing reach

— Attend workshops, seminars, and more conducted by trained subject matter experts.

— Support Proof-of-concept or prototyping, Validation testing, Porting and enabling on
IBM platforms, IBM operating systems (also specific Linux distributions) and IBM
middleware, migration, integration testing, and performance and scalability testi

© 2014 IBM Corporation
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The Centers leverage existing capabilities within IBM to deliver services to Clients, ISVs, Sls
and MSPs.

Center Locations
Beijing, China; Austin, TX; New York, NY, Montpellier, France; Tokyo, Japan
Capabilities

Briefing, demonstrations, porting and migration assistance, optimization and benchmarking,
training

www.ibm.com/systems/power/software/linux/centers/

— Tailored customer briefings to learn about using Power Systems to deploy world-class
Linux applications. Linux training workshops for how to program, port and optimize
applications using Red Hat and SUSE environments on Power Systems.

— Hands-on assistance to show developers how to take advantage of Power parallel
processing and advanced virtualization capabilities.
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IBM Ecosystem Development

IBM Systems Lab Services helps BPs and ISVs to drive faster adoption of new
technologies. IBM Lab Services has over 50 experienced Linux on Power technical

consultants (world-wide).

IBM Lab Services teams with IBM Business Partners and ISVs to assist with technically
complex on client site situations including proof of concepts, application performance
optimization, virtualization optimization and management.

The majority of pre-sales Lab Services engagements with BPs and ISVs are funded through
IBM Power Systems brand programs that are based on Power Systems HW/SW deal
opportunity. Post sales services, include Power Linux within PowerCare.
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IBM Ecosystem Development

Power Systems Linux web site

Power Linux Community

Power Linux on Google+

Power Linux on Twitter

@ibmpowerlinux

Applications from IBM using IBM Software Products Reports

Applications from ISVs using the ParterWorld Global Solutions Directory
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