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Storage Infrastructure Management

� The Problem

► Heterogeneous storage infrastructures, driven by growth 
in file and database data, are consuming increasing 
amounts of administrative time.  IT managers are looking 
for ways to make their storage administrators more 
efficient.

� The Solution

► Empower administrators with automated tools for 
managing heterogeneous storage infrastructures 

IBM TotalStorage® Open Software Family
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Four Major TPC Components

TotalStorage Productivity Center for Data
► Data collection and analysis, file systems and databases
► Reporting, chargeback and quotas
► Automated actions
► Support for heterogeneous disk (IBM, EMC, HDS, HP, Engenio)
► IBM 3584 Tape Asset Reporting

TotalStorage Productivity Center for Disk
► Disk subsystem management
► Performance management—IBM and heterogeneous storage
► Storage provisioning—IBM and heterogeneous storage

TotalStorage Productivity Center for Fabric
► SAN topology display and management
► Event reporting, performance reporting
► Security enforcement via zone control
► Heterogeneous fabric support (Brocade, Cisco, McData)

TotalStorage Productivity Center for Replication
► Single point of control for point-in-time and remote volume replication 

services
► Automated source-target matching
► Cross-device consistency groups, DS8000/ESS and SVC FlashCopy 

and Metro Mirror 
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TPC 3.x Design Overview

Device Server

Performs discovery

Real time availability, perf. monitoring

Configure the SAN and storage devices

Data Server

Common Schema and Database

Time-based data collection engine

Collects data on a periodic basis for capacity 

and performance analysis purposes. 

(performance data collection requires TPC 

for Disk and/or Fabric feature(s))

TotalStorage Productivity Center

API’s for Storage Management Applications GUI

Common Graphical User Interface for all 

functions

New highly scalable topology display and 

status display.

Display and configuration of SMI-S devices

TPC for Disk

CIMOM
Managed

System

COMMON HOST AGENT FRAMEWORK

CIMOM CIMOM
Managed 

System
Host AgentSNMP

TPC for Data TPC for Fabric
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LAN

SAN

Brocade McData CNT Cisco Others…

SAN
Volume Controller

Hitachi
Thunder

HP
EVA

Hitachi
Lightning

HP

EMA
EMC
DMX

EMC
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ESS
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TPC Architecture

Microsoft 
Windows

DB2 UDB

IBM AIX
DB2 UDB

Oracle / Sybase

Sun
Solaris
DB2 UDB

Oracle / Sybase

HP/UX
DB2 UDB

Oracle / Sybase

Linux
(Intel)
DB2 UDB

Oracle / Sybase

Novell

NetWare

TPC for Data 
Server & 

Catalogue

TPC for Data 
Agent

Microsoft
Windows

TPC for Fabric 
Server & 

Catalogue

TPC for Fabric 
Agent

TPC for Disk 
Server & 

CatalogueCIMOM

CIMOM

CIMOM

CIMOM
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TPC Adds Value To Your Storage Environment

� Enable end-to-end storage management 
with a single tool

► Extends storage configuration 
management across the SAN

► Centralizes management of storage

� Improve storage utilization, performance 
and service levels

► SAN Topology end to end views and 
management

� Reduce storage complexity to make your 
team more productive

► Storage Reporting across host file 
systems, data bases and storage

► Correlation to host usage

� Ties to ISM and CCMDB for complete 
information life cycle management
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Optimize your Storage with TPC for Data
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TotalStorage Productivity Center for Fabric

� Centralized point of control for SAN 
configuration

� Automated management 

► Multi-vendor switch zone provisioning

► SAN, NAS, iSCSI

► Multi-vendor HBA support

� Visualization of the topology

� Real-time monitoring – performance 
reports

� Automated status and problem alerts

► Direct integration with Tivoli system 

management

► Integrated with 3rd party system 

management via SNMP
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TotalStorage Productivity Center for Disk

Key Capabilities

� Configures multiple storage 
devices from a single console to 
improve productivity 

� Monitors and tracks the 
performance of storage devices 
to optimize the SAN performance

Performance Management

� Collects, stores, alert on 
performance metrics

� Recommends optimized storage 
allocation

� Monitors and tunes storage

� Includes Integrated Device 
Management
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Creating volumes with TotalStorage Productivity 
Center 

Storage Administrators can 
provision storage directly from 
TotalStorage Productivity Center

► Assign host ports

► Assign volumes to subsystem 
ports

► Create/assign fabric zone

► Define RAID level

► Create/delete volumes
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TotalStorage Productivity Center for Replication

� Coordinates Copy Services 

►FlashCopy

►Metro Mirror

►Global Mirror for DS6K / DS8K / ESS

●Including consistency groups

►Metro Global Mirror for DS8000

►z/OS based version

� Simpler to Use 

►Single control point

►GUI, CLI and near real-time monitor 
for Copy Services

►Source and target volume matching

►SNMP alerts

� Disaster Recovery 
Manager

–Site Awareness

–Stand-by server option

–Disaster Recovery Testing

–Complementary with GDPS
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TPC for Data : Direct Tivoli Storage Manager 
integration

� Easily set policies to back up or 

archive key files using Tivoli 

Storage Manager 

� Initiate a Tivoli Storage Manager 

backup or archive directly from a 

file report

� Customer benefits

► Enhanced storage personnel 

productivity

► Improved ability to handle data 

retention policies

► Better execution on data 

protection requirements
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TPC V3.3 Enhancements
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Enterprise Roll-up Reports

� Single TPC server

can now consolidate asset and 

health information collected 

from multiple TPC instances

� Scalable Roll-up reports
from all subordinate TPC 

servers include:
► Asset Reports

► Database Asset Reports

► Capacity Reports

► Database Capacity Reports

� Policy-based alerting
is also available across all 

subordinate TPC servers

� Centralizes operations
throughout your enterprise 

with scalable asset & capacity 

reports from multiple sites
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Performance Impact Analysis Reports

� Quickly assess 
the performance
status of your 

storage 

infrastructure

� End-to-end view
of the entire 

storage path 

(including SVC)

� Reduces time
to problem source 

identification

� Enables improved 
system 

availability

Computer Storage device

Fabric Performance

Data path

Volume

Tabular Data Path details
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Performance Impact Analysis Reportsh

Display resources associated 
with this data path

Configure 
Topology viewer

This icon shows 
if port is 
connected

Performance Health icon visually 
shows if any performance alerts have 
been triggered, most recent 
performance metrics are also 
displayed real-time

Health icon displays 
aggregated health 
status of this resource 
and its subordinate 
objects

� Detailed Screen 
Review
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Storage Configuration Planners

Path Planner Volume PlannerZone Planner

Host SAN Switch Storage

Provides policy-
based specification 
of paths between 
hosts and storage 
systems during 
storage 
provisioning

Enforces policy-based 
zone security  
specifications between 
hosts and storage 
systems

Recommends SAN 
configuration changes 
based on existing 
performance workload
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New SAN Configuration Planners

Intelligent planning and 
implementation guidance
based on best practices policies 

with new planning wizards

1. Volume Planner recommends 

SAN configuration changes based 
on existing performance workload

2. Path Planner provides 
policy-based specification of 

paths between hosts and storage 
systems during storage 
provisioning

3. Zone Planner enforces 

policy-based zone security  
specifications between hosts and 
storage systems.

AnalyticsAnalytics
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FlashCopy Target Volume Reports

New Reports identify FlashCopy target volumes 
and their associated capacity 

► Allows administrators to:

● Quickly identify & monitor the size and 
content of the FlashCopy target volume.

● Protect the volumes’ storage space by 
removing it from the reported usable 
capacity

► Helps prevent operations errors
(data overlays) caused by administrator 
executing a FlashCopy event targeted at a 
volume that might already contain valuable 
data.

FlashCopy 
Source 
Volume

FlashCopy 
Target 
Volume

Enhanced ReportingEnhanced Reporting

Requires SE
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Configuration Change Analytics & Auditing

-Device removed

Change summary 

� Automatic detection
or manual detection of 
changes can be 
accomplished based on 
user policies

� At-a-glance views
of all topology information 
is available with pop-outs 
providing detailed change 
information

� Allows quicker time        
to problem isolation      
by contrasting the 
difference between old & 
new configurations

� Helps minimize potential 
outage impacts
from configuration changes

Best PracticesBest Practices

� New configuration management feature allows IT administrators to track, audit, compare and 
contrast multiple SAN configurations

Requires SE
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New Configuration Analysis

� New monitoring & notification
features that provide configuration 
validation based on best-practices 
policies

� Automated Analysis
or manual analysis can be applied to 
all fabrics, a single fabric, or a single 
zoneset

� Easy identification:
Policy violators are flagged and 
displayed in the topology viewer 

� Real-time Security events
notify IT administrator of  zone 
security violations

� Multiple methods for dynamic 
alerting:
SNMP traps, tech events, emails

Best Practices & SecurityBest Practices & Security

Requires SE
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IBM System Storage Productivity Center (SSPC)
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SSPC is a new console offering integrated

view for simplified storage management  

Centralized server reduces the need to install, 

manage and administer multiple servers

Ease of deployment by shipping pre-loaded

TPC Basic Edition provides incremental value 

� basic asset & capacity reporting

� contextual, topology viewer

Migration path for a complete storage mgmt. 

suite 

• Disk performance reporting & trend 

analysis

• SAN management

• Storage resource management (SRM)

• Replication management
IBM

TS3500

TS3310

IBM DS8000 IBM

DS3000

DS4000

IBM SVC

Administrator points browser at SSPC for 
enterprise storage management AND device 
configuration.

Pre-loaded Software:

IBM TPC Basic Edition

SVC Admin Console

DS8000 Storage Manager linkage

DS3000, DS4000 Storage Manager

TS3500 Tape Specialist linkage

Pre-loaded Upsell Software:

IBM TPC Standard Edition

IBM TPC for Replication

IBM SSPC

What is System Storage Productivity Center (SSPC)?
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SSPC Hardware Details

Based on the IBM System x3550 Server

► 1U High

► Contains 1 Intel Xeon Quad-Core processor running at 1.6GHz

► Contains 4 GB of Memory

► Contains two 146GB 15K SAS drives in a RAID 1 configuration (C:\)

Hardware Options

► Display, Keyboard, & Mouse (1U high)

► Performance Upgrade (adds 1 more processor & 4GB of memory)

► Country Specific Power Cords
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SSPC Value

� SSPC centralizes disk element management (DS8000 & SVC) to one server and 
removes the need to install management/administration code on separate servers.

� SSPC provides a simple entry point to introduce storage management software 
(TPC) that is initially targeted at disk asset & capacity reporting with a topology 
viewer.

� The TPC for Disk product can be added to enable performance management of 
disk, if desired.

� TPC is designed with scalability in mind and can grow beyond TPC for Disk to 
become an encompassing solution when the management of Fabric and Data is 
added.

� It offers a simple migration path and a proven hardware platform for adding higher 
value storage management applications like full Performance Management (TPC-
SE) and Replication Management (TPC-R).
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TotalStorage Productivity Center Basic Edition
Basic Storage, SAN and Data management capabilities (licensed per TPC server)

IBM SSPC & TotalStorage Productivity Center Versions

TotalStorage Productivity Center for Disk
•Disk/Virtualization  administration, operations & Performance 
management.

TotalStorage Productivity Center for Disk
•Disk/Virtualization  administration, operations & Performance 
management.

TotalStorage Productivity Center for Data
•Asset & capacity reporting/monitoring
•Filesystems & database management

TotalStorage Productivity Center for Data
•Asset & capacity reporting/monitoring
•Filesystems & database management

TotalStorage Productivity Center for Fabric
•SAN administration, operations & performance  management.

TotalStorage Productivity Center for Fabric
•SAN administration, operations & performance  management.

TotalStorage Productivity Center for Replication 
•Administration & operations management for advanced copy 
services (ESS, DS8000, DS6000, SVC)
• Optional features for 2 site, 3 site replication failover & fail 
back

Standard Edition
Pre-installed,

Unlocked
by priced

license file

Pre-installed
and enabled

on SSPC

Optional
customer

install

on SSPC
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Function
DS Storage 

Manager

SVC Admin 

Console

TPC Basic

Edition

TPC Standard 

Edition
Storage Infrastructure Configuration/Status Reporting

Device Discovery/Configuration � � � �

Manage multiple DS8000s / SVCs from 1 User Interface � � � �

Topology Viewer and Storage Health Management � �

Provisioning, including Fabric zoning and Disk LUN 

assignment

� �

Configuration Management – Highlight configuration changes 

over time periods, Best Practice recommendations, Storage 

configuration planning and recommendations, Security 

planner

�

Storage Reporting
Basic Asset & Capacity Reporting � �

Storage reporting on the relationships of computers, file 

systems and DS8000 LUNs/volumes

�

Capacity Analysis/Predictive Growth �

Customized and Detailed Capacity Reporting – including

Chargeback and Database Reporting

Performance Management
Performance Reporting/Thresholds �

Volume Performance Advisor – Recommend DS8000 

configuration based on performance workloads

�

Fabric performance reporting and monitor �

�

Features Comparision



29

© 2008 IBM Corporation

TPC Basic Edition (BE), BE w/TPC for Disk, and Standard Edition Functionality

Function
Basic

Edition

Basic Edition 

with TPC for Disk

Standard

Edition *

Storage Infrastructure Configuration/Status Reporting

Device Discovery/Configuration X X X

Topology Viewer and Storage Health Management X X X

Launch of Device Element Managers X X X

Storage Reporting

Basic Asset & Capacity Reporting X X X

Capacity Analysis/Predictive Growth X X

Customized and Detailed Capacity Reporting – including

Chargeback and Database Reporting
X

Performance Management

Performance Reporting on IBM and SMI-S storage arrays X X

Threshold Reporting on IBM and SMI-S storage arrays X X

Fabric performance reporting and monitor X

SAN Volume Controller Performance Management X X

Full Provisioning (including Fabric zoning and Disk LUN 

assignment)
Disk LUN only X

* TPC for Data functions are not reflected in this table
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SSPC Progression

DS8000 & SVC • SRM
• Performance
• Analysis & Optimization

Easy upgrade path to advanced management

• Service Management
• Workflow Automation
• Process Management

SSPC
+ TPC Standard Edition (SE)

SSPC SSPC
+ TPC Standard Edition
+ Tivoli Storage Process Manager
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Thank You
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Trademarks
The following are trademarks of the International Business Machines Corporation in the United States and/or other countries.  For a complete list of IBM Trademarks, see 
www.ibm.com/legal/copytrade.shtml:  AS/400, DBE, e-business logo, ESCO, eServer, FICON, FlashCopy, IBM, IBM Logo, iSeries, MVS, OS/390, pSeries, RS/6000, S/30, VM/ESA, 
VSE/ESA, Websphere, xSeries, z/OS, zSeries, z/VM

The following are trademarks or registered trademarks of other companies

Lotus, Notes, and Domino are trademarks or registered trademarks of Lotus Development Corporation
Java and all Java-related trademarks and logos are trademarks of Sun Microsystems, Inc., in the United States and other countries
LINUX is a registered trademark of Linux Torvalds
UNIX is a registered trademark of The Open Group in the United States and other countries.
Microsoft, Windows and Windows NT are registered trademarks of Microsoft Corporation.
SET and Secure Electronic Transaction are trademarks owned by SET Secure Electronic Transaction LLC.
Intel is a registered trademark of Intel Corporation
* All other products may be trademarks or registered trademarks of their respective companies.

NOTES:

Performance is in Internal Throughput Rate (ITR) ratio based on measurements and projections using standard IBM benchmarks in a controlled environment. The actual throughput that 
any user will experience will vary depending upon considerations such as the amount of multiprogramming in the user's job stream, the I/O configuration, the storage configuration, and the 
workload processed. Therefore, no assurance can be given that an individual user will achieve throughput improvements equivalent to the performance ratios stated here.

IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

All customer examples cited or described in this presentation are presented as illustrations of the manner in which some customers have used IBM products and the results they may have 
achieved. Actual environmental costs and performance characteristics will vary depending on individual customer configurations and conditions.

This publication was produced in the United States. IBM may not offer the products, services or features discussed in this document in other countries, and the information may be subject 
to change without notice. Consult your local IBM business contact for information on the product or services available in your area.

All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.

Information about non-IBM products is obtained from the manufacturers of those products or their published announcements. IBM has not tested those products and cannot confirm the 
performance, compatibility, or any other claims related to non-IBM products. Questions on the capabilities of non-IBM products should be addressed to the suppliers of those products.

Prices subject  to change without notice.  Contact your IBM representative or Business Partner for the most current pricing in your geography.

References in this document to IBM products or services do not imply that IBM intends to make them available in every country.

Any proposed use of claims in this presentation outside of the United States must be reviewed by local IBM country counsel prior to such use.

The information could include technical inaccuracies or typographical errors.  Changes are periodically made to the information herein; these changes will be incorporated in new editions of 
the publication.  IBM may make improvements and/or changes in the product(s) and/or the program(s) described in this publication at any time without notice.

Any references in this information to non-IBM Web sites are provided for convenience only and do not in any manner serve as an endorsement of those Web sites. The materials at those 
Web sites are not part of the materials for this IBM product and use of those Web sites is at your own risk.
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No part of this document may be reproduced or transmitted in any form without written permission from IBM Corporation.

Product data has been reviewed for accuracy as of the date of initial publication.  Product data is subject to change without notice.  This 
information could include technical inaccuracies or typographical errors.  IBM may make improvements and/or changes in the 

product(s) and/or program(s) at any time without notice.  Any statements regarding IBM's future direction and intent are subject to 
change or withdrawal without notice, and represent goals and objectives only.

The performance data contained herein was obtained in a controlled, isolated environment.  Actual results that may be obtained in 
other operating environments may vary significantly.  While IBM has reviewed each item for accuracy in a specific situation, there is no 

guarantee that the same or similar results will be obtained elsewhere.  Customer experiences described herein are based upon 
information and opinions provided by the customer.  The same results may not be obtained by every user.

Reference in this document to IBM products, programs, or services does not imply that IBM intends to make such products, programs 
or services available in all countries in which IBM operates or does business.  Any reference to an IBM Program Product in this 

document is not intended to state or imply that only that program product may be used.  Any functionally equivalent program, that does 
not infringe IBM's intellectual property rights, may be used instead.  It is the user's responsibility to evaluate and verify the operation on 

any non-IBM product, program or service.

THE INFORMATION PROVIDED IN THIS DOCUMENT IS DISTRIBUTED "AS IS" WITHOUT ANY WARRANTY, EITHER EXPRESS 
OR IMPLIED.  IBM EXPRESSLY DISCLAIMS ANY WARRANTIES OF MERCHANTABILITY, FITNESS FOR A PARTICULAR 

PURPOSE OR INFRINGEMENT.  IBM shall have no responsibility to update this information.  IBM products are warranted according to 
the terms and conditions of the agreements (e.g. IBM Customer Agreement, Statement of Limited Warranty, International Program 

License Agreement, etc.) under which they are provided.  IBM is not responsible for the performance or interoperability of any non-IBM 
products discussed herein.

Information concerning non-IBM products was obtained from the suppliers of those products, their published announcements or other 
publicly available sources.  IBM has not tested those products in connection with this publication and cannot confirm the accuracy of 

performance, compatibility or any other claims related to non-IBM products.  Questions on the capabilities of  non-IBM products should 
be addressed to the suppliers of those products.

The providing of the information contained herein is not intended to, and does not, grant any right or license under any IBM patents or 
copyrights.  Inquiries regarding patent or copyright licenses should be made, in writing, to:  

IBM Director of Licensing
IBM Corporation
North Castle Drive

Armonk, NY   10504-1785
USA



35

© 2008 IBM Corporation

The following terms are trademarks or registered trademarks of the IBM Corporation in either the United States, other 
countries or both.

Linear Tape-Open, LTO, LTO Logo, Ultrium logo, Ultrium 2 Logo and Ultrium 3 logo are trademarks in the United States 
and other countries of Certance, Hewlett-Packard, and IBM.

Java and all Java-based trademarks are trademarks of Sun Microsystems, Inc. in the United States and/or other 
countries.

Microsoft, Windows, Windows NT, and the Windows logo are trademarks of Microsoft Corporation in the United States 
and/or other countries.

Intel, Intel Inside (logos), MMX and Pentium are trademarks of Intel Corporation in the United States and/or other 
countries.

UNIX is a registered trademark of The Open Group in the United States and other countries.

Linux is a trademark of Linus Torvalds in the United States and other countries.

Other company, product, or service names may be trademarks or service marks of others.

TSP01644-USEN-00 (Internal)

�ServerProven
�System z9

�System p5
�Tivoli

�TotalStorage
�TotalStorage Proven
�TPF
�Virtualization Engine
�X-Architecture
�xSeries
�z/OS
�z/VM
�zSeries

�ON (button device)
�On demand business

�OnForever
�OpenPower

�OS/390
�OS/400
�Parallel Sysplex
�POWER
�POWER5
�Predictive Failure Analysis
�pSeries
�S/390
�Seascape

�eServer
�FICON

�FlashCopy
�GDPS

�Geographically Dispersed 
Parallel Sysplex
�HiperSockets
�i5/OS
�IBM
�IBM eServer
�IBM logo
�iSeries
�Lotus

�AIX
�AIX 5L

�BladeCenter
�Chipkill

�DB2
�DB2 Universal Database
�DFSMSdss
�DFSMShsm
�DFSMSrmm
�Domino
�e-business logo
�Enterprise Storage Server
�ESCON
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BACKUP SLIDES
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Standards used with TPC

� CIMOM SMI-S

► Disk Subsystems > Assetts, Volume Mgmt, Performance

► Tape Libraries > Assetts

► SAN Switches > Performance

� ANSI - GS3

► Fabric Topology Inband (Fabric Agent)

► Fabric/Switch Notification Inband (Fabric Agent)

► SAN Switch Zoning (excl. Brocade)

� SNMP – FC MIB

► Fabric Topology out-of-band (IP)

► Fabric/Switch Notification out-of-band

► SAN Switch Zoning for Brocade (API) 
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SMI-S – What is it?

� Storage Management Initiative – Specification 

► Managed by the Storage Networking Industry Association

► Provides an industry-standard interface for the discovery, 
monitoring and management of storage devices

● Includes Tape, Storage Systems, fabric components, anything 
that can be attached to a SAN

� SNIA provides a certification test for devices that claim 
support for the standard

► Device manufacturers submit their agents to be certified 

► Management application developers submit their applications to be 
certified

► If a certified application discovers a certified agent – they can talk 
to each other
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Aperi History

� October 2005 – Ten initial members announce formation of Aperi 
project

� January 2006 - IBM internal code contribution work started

� June 2006 - Novell joins Aperi; community submits project proposal 
to host project at Eclipse Foundation 

� August 2006 - Eclipse announces formal approval of the Aperi Storage 
Management Framework Project

� August 2006 - Aperi release 0.1 code passes SNIA conformance 
testing (CTP)

� October 2006 – Aperi release 0.1 code passes Eclipse's rigorous 
intellectual property review 

� November 2006 - Aperi code made available for public download

� December 2006 – Aperi release 0.2 code made extensible using 
Eclipse plugins and OSGi services
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Standard Tape Support
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� Discovery, monitoring, asset and capacity reporting

� Interception of tape-related indications (converted SNMP 
traps)
► Are added to TPC Alert Log

► Status of discovered tape resources updated upon reception

� Launching of Element Manager (Specialist)

� All the above functions are based on SMI-S 1.1

� Topology Viewer integration (new in TPC 3.1)
► Graphical display of network topology, including host connections

► Allows quick health-check and drill-down capabilities

� Supported libraries in 3.1: 
► IBM 3584: fully supported, including indications 

► IBM 3494: partial support only (discovery and launch Specialist)

TotalStorage Productivity Center

Tape Management
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Screenshots of Tape in TPC 3.1 GUI
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Tapes: What is reported in Productivity Center 

Label, capacity, type, whether cleaner media, whether 

dual-sided, location, media description

Cartridge

Extended state, locationI/O Port

Status, media-flip supported, WWNN/WWPN, firmware 

version

Note for 3584 these really are the logical partitions, not 

physical accessors

Changer

Status, needs cleaning, # mounts, WWNN/WWPN, 

firmware version, location

Drive

Status, # drives, # changers, # cartridges, # slots, 

model, vendor, description, owner, contact, firmware 

version, element manager, lock present, locked state, 

security breach state

Library

What isComponent
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Screenshots of Tape in TPC 3.1 GUI
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Drives Panel 

Panels for Media Changers, I/O Ports, and Cartridges are similar to this one
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Integration with Tivoli 
Provisioning Manager
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TPC 3.1.2 Advanced Provisioning

► Automated policy-based storage provisioning using Tivoli Provisioning Manager 
3.1 + Fixpack 3

► Tivoli Provisioning Manager

● Executes “workflows” to automate provisioning best practices and 
processes

– “Workflows” capture IT expert knowledge and can 
efficiently execute procedurally correct actions in 
response to dynamically changing business 
requirements

► TPC Advanced Provisioning provides TPM-executable storage provisioning 
workflows

● Reusable as part of higher-level integration workflows in TPM (e.g. bare-
metal server provisioning including storage provisioning)

● One stop storage device support for TPM. Exploits TPC’s heterogeneous 
device management to provide a single solution for automated storage 
device configuration across all TPC-supported subsystems and switches.

● Automated population of TPC discovered storage information in to TPM 
model of IT infrastructure
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Highlights of TPC 3.1.2 workflows
Building-block storage provisioning actions

� Storage provisioning

► Policy-based (template-based) LUN creation, mapping (and reverse actions)

� Zoning

► Zone creation, adding members to zones (and reverse actions)

� Common workflows across all TPC-supported subsystems and switches 
(device-agnostic)

� Can be integrated with ITSM Storage Process Manager to execute process-
based provisioning tasks

� Workflows and examples will be available from OPAL

� Usage scenarios

► Automated provisioning of volumes and zone configuration

● TPC for AP with minimal TPM deployment
► End-to-end storage provisioning of volumes through to host file systems

● TPC for AP with full TPM deployment and user provisioning workflows
► Server and application provisioning with storage  

● TPC for AP with full TPM deployment and user provisioning workflows


